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DSNA-20 & SHEL-9 Delegate Discount with your name tag:
10% off on all food (incl. lunch) and beverages
6005 Walter Gage Road, 4 minutes’ walk east of Buchanan A.
M-F 8-5pm, Sat 9-3pm. Closed on SUNDAYS.
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ebakeryecafeecateringe

3035 West Broadway
Vancouver, B.C. V6K 2G9
Tel: (604) 737-7062
www.calhouns.bc.ca

A classic Kitsilano coffee house (our caterer). A 20-minute bus ride from campus
(99 B-Line), get off at Macdonald (not advised for lunch breaks). OPEN 24/7
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Conference Registration (Buchanan A, Upper Level Atrium)
Thursday, 4 June 12:00-2:00 & 4:00-6:00 Saturday, 6 June 8:00-12:00, 2:00-4:30
Friday, 5 June, 7:45-12:00, 2:00-6:00 Sunday, 7 June, 8:00-10:00

Local Information
UBC Campus

The University of British Columbia’s Vancouver campus is located at the western tip of the Point Grey
Peninsula in the City of Vancouver. More than 400 hectares in size, the stunning campus is surrounded by
forest on three sides and ocean on the fourth, and is a 30-minute bus ride from downtown.

Parking
Parking for guests staying on campus is $9, plus applicable taxes, per night per car. It is on a first-come
first-served basis at the Gage Parking Lot, which is around from the Gage facility. Guests wishing to park
here can arrange this when they check in. For those not staying on campus, please refer to this website:
http://parking.ubc.ca/hourly-rates. The nearest facilities are the North Parkade and the Rose Garden
Parkade.

Internet Access
Wireless internet access is available in most locations across campus, both indoors and outdoors, by
choosing the “UBC Visitor” network from your wireless options. Once you have selected UBC Visitor, go to
any webpage on the internet (which will be accessible) and agree to UBC’s terms of use. The UBC wireless
log-on page will appear. Provide your email address to continue and complete your session set-up.

Wireless internet is not offered in most residences, e.g. Gage. Rather, each room has a hardwired port to
connect a laptop and all residences have designated Wi-Fi zones. A map of UBC Wireless coverage can be
accessed here: hitps://it.ubc.ca/.../wireless-internet.../wireless-coverage

Emergency Phone Numbers
Vancouver emergency number for fire, ambulance, police 911
UBC Campus Security 604-822-2222

Local Services
ATMs (bank machines)
The closest ATMs are in the Old SUB (downstairs north entrance, Bank of Montreal ATM), Old SUB,
(upstairs, next to the Qutpost, Vancity Credit Union ATM), and inside the Scotiabank (between
Shopper’s Drugmart and Mahoney’s pub on University Boulevard, just west of Wesbrook Mall).

Pharmacies (on campus)
I.D.A. University Pharmacy 604-224-3202



5754 University Boulevard, hours: Monday to Saturday 9 am - 8 pm; Sunday 10 am — 6 pm

Save-on Foods 604-221-5999
5945 Berton Avenue, hours: Monday to Friday 9 am — 9 pm; Saturday & Sunday 10 am — 6 pm

Shoppers Drug Mart 604-228-1533
5950 University Boulevard, hours: Monday to Sunday 8 am — 10 pm

Copying

There are several campus locations to print or make photocopies. These include:

UBC Libraries 604.822.6375

Photocopiers are located in all branches of the UBC Libraries. Visit the UBG Library website for a list of
library branches, locations, and hours. The closest copiers are in the Ike Barber Learning Centre, with copy
shops in UBC Village (Copiesmart, Staples). Website: hours.library.ubc.ca.

Staples Business Depot 604-221-4780
101-2135 Allison Road

www.staples.ca
Hours: Monday to Friday 9 am — 7 pm; Saturday 10 am — 6 pm; Sunday 11 am — 6 pm

Shopping
There are several places on campus to buy food and snacks, souvenirs, send mail, and other gift items.
These include:

UBC Retail Postal Outlet 604.822.8196

The UBC Retail Post Office is located in the “UBC Village” in the back of the Pharmacy. Walk 200 m East at
the corner of University Boulevard and Wesbrook Mall (you’ll see the Pharmacy on the right).

Hours: Monday to Friday 9 am — 8 pm; Saturday 10 am - 6 pm; Sunday noon — 4 pm

The UBC 604.822.2665
6200 University Boulevard
Summer hours: Monday to Friday 8:30 am — 4 pm. Closed Saturdays and Sundays.

Places to Eat on Campus

NOTE: Food options may be more limited than usual due to the
transition from the Old SUB to the new SUB. Please check the
Food Services website, www.food.ubc.ca. Note: No posted hours
with a particular restaurant/food outlet, means that the venue has
not yet opened.




There are many (rather hidden) places to eat on UBC campus, including many outlets of UBC Food Services.
You'll find descriptions, as well as locations and hours at www.food.ubc.ca. Vegetarian and vegan options
are generally included in almost all places, though there are no specialized outlets as such. Several food
outlets include:

New SUB (Student Union Building):
At present (25 May) the following outlets in the New SUB are scheduled to be open by 4 June.
Please check www.food.ubc.ca to verify these hours.

Flipside (on the lower concourse)
A classic hamburger joint.
Hours: Monday to Friday 7:30 am — 10 pm; Saturday 11 am - 10 pm; closed Sunday

Grand Noodle Emporium (on the lower concourse)
Serving classic Chinese take-out along with other Asian-style offerings.
Hours: Monday to Friday 10 am — 7 pm; Saturday & Sunday 11 am - 5 pm

Lowercase (on the lower concourse)
A quick grab-and-go place with sandwiches, snacks and drinks.
Hours: Monday to Friday 7 am — 4 pm

Palate (on the main concourse)
Healthy, local and seasonal food and drink to go.
Hours: Monday to Friday 7 am — 7 pm; Saturday 9 am — 3 pm; closed Sunday

Peko Peko (on the main concourse)
Offers sushi and Japanese food including ramen, tempura and bento boxes.
Hours: Monday to Friday 10 am — 7 pm; Saturday 11 am - 3 pm; closed Sunday

Pie R Squared
Great pizza restaurant with high-quality pizza, with vegan and vegetarian options available.
Hours: Monday to Friday 10 am — midnight; Saturday & Sunday 11 am - 10 pm

Uppercase
Offers a wide selection of baked goods, savoury snacks, and gluten-free and vegan treats.
Hours: Monday to Friday 6:30 am — 10 pm; Saturday 8 am — 6 pm; closed Sunday

In the old SUB (status as of 25 May):

It is uncertain which food outlets in the old sub will remain open. Please call first. There are (were):
Subway (upstairs): sandwiches, salads and soups 604.822.3461

Blue Chip Cookies (upstairs): legendary, student-run 604.822.6999

Food outlets, pubs and restaurants on University Boulevard

The Boulevard Coffee Roasting Co. 604.827.4488
www.theboulevard.ca

Hours: every day 7 am — 7pm




Mahony & Sons 604.827.4444

An Irish-style pub experience, with lunch and dining options. Licensed.

www.mahonyandsons.com

Hours: Monday to Wednesday 11 am — midnight; Thursday to Friday 11am — 1am; Saturday noon — 1 am;
Sunday noon - 11pm

In the University Village (/ocated on University Boulevard), you will find: an International Food Court
(downstairs, next to and below McDonald’s), Chinese food, Japanese food, Maurya Express (curries),
McDonald's, Pearl Fever Bubble Tea House, Vera's Burgers, Starbucks, and Pita Pit.

One More Sushi 604.228.9773
Dalhousie Rd (2nd floor) 222-2155 Allison Rd

Hours: Monday to Friday 11 am — 3pm, 5 pm — 10 pm; Saturday noon — 10 pm; closed Sunday
Fine and affordable sushi dining. Serves wine and beer.

Food outlets in the David Lam Research Centre (on Main Mall, next to Koerner Library)
Triple 0's 604.822.3256

Original burgers, fries and shakes. Enjoy the patio of this classic BC family restaurant.

Hours: Monday to Sunday 11 am - 7 pm

Tim Hortons (*watch for long queues, but enjoy a Canadian experience) 604.822.3256

Some claim that Canadianness is somewhat epitomized in the Tim Hortons coffee & doughnut chain.
Founded by Toronto Maple Leaf player Tim Horton in 1964.

Hours: Monday to Friday 7:30 am — 7 pm

Bento Sushi 604.822.3256

Sushi made fresh daily on site by skilled chefs. Also serving rice bowls, noodle bowls, salmon and chicken
dishes.

Hours: Monday to Friday 11 am — 7 pm

Qoola 604.822.3256
Organic, creamy frozen yogurt and smoothies. Also served are healthy wraps, salads and sandwiches.
Hours: Monday to Friday 11 am — 7 pm

Other great places to eat

Great Dane Coffee (conveniently located between the Gage Residences and Buchanan buildings)
6011 Walter Gage Road 604.558.2190

A favourite of some English department members.

greatdanecoffee.com

Hours: Monday to Friday 8 am — 5 pm; Saturday 9 am — 3 pm; closed Sunday

Show your DSNA/SHEL tag on Friday and Saturday at Great
Dane Coffee to receive a 10% discount!
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Stir It Up Café 604.822.2002

Buchanan Block A

Your closest food outlet. When open, enjoy soups, sandwiches, paninis, bubble tea and baked goods.
Summer hours: Wednesday & Friday 8 am — 3 pm

Koerner’s Pub 604.827.1443

Although the address is 6371 Crescent Rd, the main entrance is on West Mall — when walking from
Buchanan past the Rose Garden, the last driveway before you hit NW Marine Drive.

Hours: Monday to Wednesday 11:30 am — 9 pm; Thursday to Friday 11:30 am — midnight; closed Saturday &
Sunday

South Campus

There are a number of food outlets located in the south campus (not shown on above map). These are
approximately a 25-minute walk away (2 km from Gage Residence) or 5 minute bus ride from the
conference venue and thus impractical for lunch, but a great option for the evening (you will need to
purchase tickets at Shopper’s Drug Mart [ask for a book of ten one-zone tickets and share] or pay exact
fare, adults $2.75). From the UBC Main Bus Loop, take the 25, 33, 43, 49, or 480 bus, travel 4 stops and get
off at WB w 16 Ave NS Wesbrook Mall (next to the Save-0n-Foods). These buses arrive and leave
frequently, but not frequently enough for our lunch breaks.

OXFORD

UNIVERSITY PRESS
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Biercraft

3340 Shrum Lane, Wesbrook, www.biercraft.com/wesbrook-at-ubc/
Hours: Monday to Friday 11 am — midnight; Saturday & Sunday 10 am — midnight
A new favourite with local residents and students alike

604.559.2437

Doughgirls Comfort Kitchen and Bakeshop 604.333.5474
3322 Shrum Lane, www.doughgirlshakeshop.com
Hours: Monday to Saturday 8 am — 6 pm; Sunday 9 am -5 pm
Menchie’s Frozen Yogurt 604.558.1622
3358 Weshrook Mall, self-serve chain for frozen yogurts, sold by weight.
Hours: every day 11:30 am — 10 pm
Togo Sushi 604.222.9288
3380 Shrum Lane, Monday to Saturday 10:30 am — 8 pm; Sunday 10:30 — 8 pm
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Travel Information

Bus and Skytrain information www.translink.bc.ca
(A one zone ticket is $2.75, exact change required, or purchase a book of ten one-zone tickets (Zone 1
Faresaver) for $21.00 from Shopper’s Drug Mart, corner of University Boulevard & Wesbrook Mall).

Via Rail www.viarail.ca

BC Ferries www.bcferries.com
Vancouver International Airport WWW.yvr.ca

Taxi Service

A taxi from Vancouver Airport to UBC costs approximately $30 — $40 CAD and takes about 20 minutes.
These are not set rates. Give the address of your residence or “UBC Gage Tower, next to the bus loop” as a
location. Option: tipping may be done at 10-15% extra.

Taxis:

Black Top Cabs 603-731-1111
MacLure’s Gabs 604-731-9211
Vancouver Taxi 604-255-5111
Yellow Cab 604-681-1111

Public Transport from Vancouver Airport to UBC Campus:

It is possible to take public transportation from YVR (the airport) to UBC with a 2-zone bus ticket (you can
buy your ticket from a ticket vending machine at the airport station). Take the Canada Line

Skytrain from the airport, heading north towards Waterfront Station (take only trains that show that
destination on the displays). Get off at the stop titled Broadway-City Hall. Leave the Canada Line
building and transfer onto the 99 B-Line UBGC bus headed west (bus stop located on the north-west side
of street). Hold on to your ticket, as it will grant you a 90-min transfer between buses and skytrain
vehicles. Take the 99 B-Line to the final stop, the UBC North bus loop. Walk to any on-campus
accommodation.

On the way back to the airport, take the 99 B-line from the UBC North Bus Loop to Gambie Street (stop
“Broadway City Hall” and take a southbound train marked “YVR Airport”. DO NOT take trains to
“Bridgeport”. It is again a two-zone ticket, but this time without a $5 surcharge (which applies to airport
arrivals towards downtown).

Refer to www.translink.ca for additional details or planning travel in Vancouver by bus.

Things to do on Campus

The UBC Vancouver campus hosts a number of attractions and opportunities for you to explore, including
museums, galleries, gardens and performing arts. Some highlights to consider while you are here (see
http://attractions.ubc.ca/ for more ideas):

13
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Rose Garden Viewpoint: Walk west from Buchanan to Main Mall. Turn north and you’ll see the
flagpole with the Maple Leaf flying. Just behind it is the Rose Garden Viewpoint, with nice views of
Bowen Island and the Sunshine Coast, towards Whistler Mountain Resort (2 ¥z hours by car).
Museum of Anthropology: The Museum of Anthropology at UBC is world-renowned for its
collections, teaching, public programs, and community connections. It is also acclaimed for its
spectacular architecture and unique setting on the cliffs of Point Grey. The museum houses over
38,000 ethnographic objects and 535,000 archaeological objects, many of which originate from the
Northwest Coast of British Columbia.

o http://moa.ubc.ca/
Nitobe Gardens: The Nitobe Memorial Garden is a traditional Japanese Tea and Stroll garden
and considered to be the one of the most authentic Japanese gardens in North America and among
the top five Japanese gardens outside of Japan. The Nitobe Garden includes a rare authentic Tea
Garden with a ceremonial Tea House.

o http://www.botanicalgarden.ubc.ca/nitobe/
Pacific Museum of the Earth

o http://pme.ubc.ca/
Beaty Biodiversity Museum

o http://www.beatymuseum.ubc.ca/
UBC Botanical Gardens

o http://www.botanicalgarden.ubc.ca/
Morris and Helen Belkin Art Gallery: With a focus on the Canadian and British Columbian
avant-garde, Vancouver’s post-War art history, and emerging local artists, the Morris and Helen
Belkin Art Gallery at UBC holds the third-largest public collection of art in the province with some
3,250 works of art dating from the eighteenth century to the present.

o http://www.belkin.ubc.ca/
Spanish Banks and Locarno Beach: The westernmost tip of Spanish Banks is a 30 minute
walk down the road and boasts nice views of the Burrard Inlet, the Northshore Mountains, Bowen
Island and the Sunshine Coast. Poorly served by bus, though it is a great destination for a not-
too long run/jog (about 2 km, 1 %2 miles, but with a significant climb on the way back)

o http://vancouver.ca/parks/rec/beaches/
Pacific Spirit Regional Park: Another great place for a run on a forested path. Trails start c. a
5-minute walk east of the UBC Village on 10" Avenue/University Boulevard.
Wreck Beach: A 30 min. walk from Buchanan, with many steps down the embankment. This
beach is Vancouver’s clothing optional beach. Many people run the stairs for exercise (fully
dressed). Some bathe in swim suits.
Tower Beach: Accessible by descending Trail 4 behind the Museum of Anthropology, this beach
is often overshadowed by its busier neighbour, Wreck Beach. However, Tower is no less beautiful.
Gorgeous rain forests and an unobstructed view of the mountains are contrasted by graffitied WWII
bunkers keeping solemn watch over the ocean. Tower Beach is great for long walks or quiet
moments of reflection.




Things to do in Vancouver

Metropolitan Vancouver also has many attractions (refer to www.tourismvancouver.com for more). Some
of these include:

*

Stanley Park: If you were only to make one stop in Vancouver, this would probably be the one.
It's an understatement to say that Stanley Park is beautiful: at 1,000 acres and only blocks from
downtown Vancouver, it's a place to get outside and soak up Vancouver's blessed setting:
mountains as a backdrop, vast stretches of water, trees that seem to shoot up into the sky and just
keep on going. Reserve at least half a day to spend time there as the area is vast. Walk around the
Stanley Park Seawall, c. 9.5 km, for a scenic (but long) walk.

Hike the Grouse Grind: For the fit, the famous Grouse Grind hike is a must-do for outdoor
enthusiasts. Your legs might hate you afterward, but the views from the top are incredible. The
record is under 28 minutes. If you are in the prime of your life and active, plan for 1h 15 min if you
climb swiftly. Do not attempt if you’re not exercising regularly. There is another, less crowded
older and longer route (BCMC trail), which the organizing chair can describe to serious hikers.
Walking is free, though many hikers like to pay the $10 for the gondola ride down.

Historic Chinatown: Located just south of Gastown (see next point), is fairly compact,
comprising only a few blocks. Pender and Gore/Main Streets is the present-day centre. The New
Town Bakery (with Café) on Pender near Main is famous for astonishingly well-priced and
excellent Chinese sweets and pastries. Eat in or take out.

Gastown, including the Steam Clock at the corner of Water and Cambie Streets: An
entry point to Gastown in what is now “Waterfront Station”, a subway (known as “Skytrain” in
Vancouver), Seabus and bus terminal that used to be the terminus of the Canadian trans-
continental railway line (Canadian Pacific). More information can be found at www.gastown.org.
Davie Street: The main street of Vancouver’s most vibrant gaybourhood. Today Davie Street is a
diverse neighbourhood that is positively gay-affirmative.

English Bay and Beach: Accessible by foot from the north end of Burrard Bridge or Granville
Street Bridge. Vancouver’s original swimming beach with plenty of street life.

Granville Island: A sandbar under federal jurisdiction that was transformed into a centre for
small artist shops, theatres, restaurants and a big indoor market. A favourite for locals and tourists
alike. Bus 84 from UBC Bus Loop.

Commercial Drive: Formerly known as "Little Italy/Portugal” this diverse, bohemian
neighbourhood is home to students, writers, artists and other bohemian types. Many different
restaurants offer make this a great place to grab an authentic ethnic meal. Café Deux Soleil
(Commercial and 4™), not to be confused with the nice Café du Soleil further north on Commercial,
offers what might be called breakfast in an alternative arts venue. Too many good places to list
here, which include real Italian grocery stores and delis, such a Santa Barbara (Commerical &
Charles) and the People’s Go-op Bookstore: Vancouver’s oldest non-university bookstore (that one
is the UBC Bookstore on campus). Founded 1945 by communist-leaning pacifists, the store was
blacklisted in the 1950s by governmental anti-communist crusaders. They surely would appreciate
your visit: http://bcca.coop/news/one-vancouver’s-oldest-bookstores-marks-new-chapter. Small
but interesting. 99 B-line runs direct to the terminus at “Commercial Drive” (c. 1 hour).
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FEATURING: Dr. H. Rocke Robertson Dictionary

Collection
University of British Columbia, Special Collections and University Archives Division

History
In 1989, the collection was donated by its creator Dr. H. Rocke Robertson, UBC's first Professor of Surgery
(1950-1959) and founding member of DSNA.

Description

Gathered over thirty-five years, the collection includes two incunabula (pre-1500) and about seventy-five
works from the 16th and 17th centuries; the balance were published in the 18th and 19th century. Some
rare items in the collection are the first four editions of Samuel Johnson's dictionary (1755-1773); the first
edition of Noah Webster's An American Dictionary of the English Language (1828); a fragment of the
Catholicon (1460), an encyclopedic dictionary and the first secular book to be printed in the western world;
and a first edition of the Encyclopaedia Britannica (1771), published in Edinburgh.

Languages
Primarily English, as well as some ancient Greek, Latin, Italian, French, Spanish, bilingual and polyglot
dictionaries.

Holdings
Over 500 dictionaries; some early encyclopedias.

Bibliographic Access
The collection is catalogued online. Library of Congress subject headings and classification are used. A
descriptive catalogue (see below) was published by the UBC Press in 1989.

Physical Access
The collection is in Rare Books and Special Collections (RSBC), which is open to the public. For further
information visit: http://www.library.ubc.ca/spcoll/.

Opening Hours: RBSC will be open only from 10 am until 4 pm only on Thursday and Friday.
Closed on Saturday and Sunday (summer hours).

Exhibit and Tour (Friday 2-2:30 and by appointment):

A special exhibition of the Collection has been organized for DSNA-20 & SHEL-9, entitled “Settling the
Language: Dictionaries and Language Change, 1490 to Today”. Grant Hurley, a graduate of UBC English,
has curated the exhibit for his work with SLAIS (School of Library, Information and Archival Studies). A tour
is scheduled for Friday at lunchtime, and Grant is able to offer additional times on Thursday & Friday.
Contact him at gehurley AT MTA.CA to make arrangements. Delegates are free to visit the exhibt anytime
on their own during opening hours on Thursday and Friday (closed on weekends).

The Rare Books and Special Collections Division is located in the I.K Barber Learning Centre, located next
to the red arrow on the map below:
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Plenary Speakers

Nikolaus Ritt
Vienna University

Language change as cultural evolution: from theory to practice

During recent decades the view gained ground that language change can be understood as an
evolutionary process that follows Darwinian principles, even though it unfolds in the cultural rather than
the biological domain (see e.g. Croft 2000; Ritt 2004; Kirby 2012; McMahon & McMahon 2012). This talk
will briefly sketch the theoretical rationale of the approach, but will focus more strongly on some concrete
problems in the history of English which can be addressed productively with methods developed for the
study of biological and/or cultural evolution.

One case study will report on an experiment designed to test whether speech accommodation
may have been causally involved in the grammatical obligatorification of the English determiners the ( <
OE se DEM) and a(n) (< OE an NUM) (Smith et al. 2013). Two other studies will present a new method of
exploiting corpus data for simulating virtual language histories and comparing them to the ones that have
actually come about. It will be shown how this method can shed new light on phonology-morphology
interaction in the domain of morphotactics (Dressler & Dziubalska-Kotaczyk 2006, Dressler, Dziubalska-
Kotaczyk & Pestal 2011), and help to explain, for example, the allomorphy involved in regular plural
formation (as in dog+[z] vs. cat+[s] vs. horst[iz]) (Promer, forthc. 2015), or the emergence of finally
devoiced past tense forms such as spilt (< spilled), or burnt (< brenned).

Generally, it will be shown that evolutionary thinking can enrich historical language studies not only by
suggesting fruitful metaphors but by motivating the use of new tools for addressing problems that are
difficult to solve by established philological and linguistic methods.

Croft, William. 2000. Explaining language change: An evolutionary approach (Longman linguistics library). Harlow, England and New
York: Longman.

Dressler, Wolfgang U. & Dziubalska-Kotaczyk, Katarzyna. 2006. Proposing Morphonotactics. Wiener Linguistische Gazette 73, 69-87.

Dressler, Wolfgang U., Katarzyna Dziubalska-Kotaczyk & Pestal, Lina. 2010. Change and variation in morphonotactics. Folia
Linguistica Historica 31, 51-68.

Kirby, Simon. 2012. Language is an Adaptive System: the role of cultural evolution in the origins of structure. In Maggie Tallerman
& Kathleen R. Gibson (eds.), The Oxford handbook of language evolution (Oxford handbooks in linguistics), 589-605. Oxford,
New York: Oxford University Press.

McMahon, April M. S. & Robert McMahon. 2012. Evolutionary linguistics (Cambridge textbooks in linguistics). Cambridge:
Cambridge University Press.

Promer, Christina, forthc. 2015. Final fricative voicing and the emergence of the English plural allomorphy. Master Thesis.
University of Vienna.

Ritt, Nikolaus. 2004. Selfish sounds and linguistic evolution: A Darwinian approach to language change. Cambridge: Cambridge
University Press.

Ritt, Nikolaus & Christina Promer, in prep.. Middle English coda phonotactics, schwa loss and past tense formation.

Smith, Kenny, Olga Fehér & Nikolaus Ritt. 2013. Eliminating unpredictable linguistic variation through interaction. In P. Bello, M.
Guarini, M. McShane & B. Scassellati (eds.), Proceedings of the 36th Annual Conference of the Cognitive Science Society. Austin,
TX: Cognitive Science Society.
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Charlotte Brewer
Oxford University

Mapping the OED: The changing record of the English Language

In 2015 the Oxford English Dictionary will be fifteen years into its first ever revision and coming up to the
halfway mark in its rewriting of every single entry in the original work. Now is a good moment to take
stock of the changes being made to its record of the English language. This talk surveys some of the
transformations underway in the new dictionary - e.g. in its use of quotation sources, its representation of
different periods in the history of the language, its introduction of significant new scholarship on
etymology, and not least its use of new technology - and discusses the revolutions taking place in how we
use this great work and how it is made. It also considers the role of the OED in relation to English
language lexicography more widely.

Colette Moore
University of Washington

Sociopragmatics in Middle English manuscripts

Dialect studies have long provided tools for understanding variation in Middle English manuscripts --
helping us to analyze the relationship between place, speakers, and texts. In recent years, though, the
fields of sociolinguistics and pragmatics have begun to introduce new kinds of methodologies for making
sense of the relationships between speakers; models like the "community of practice” have risen to
complement models of geographic variation. These kinds of methodologies have not yet been integrated
into conceptions of variation in Middle English manuscripts, and they can assist us in thinking about the
roles of scribes, the place of writing, and the development of 'incipient standards' in English.
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DSNA
Arleta Adamska-Sataciak

Adam Mickiewicz University

Continuity and change in the making of a bilingual dictionary

The Kosciuszko Foundation Dictionary (KFD), the only bilingual dictionary with Polish and English featuring
the American variety of the language, first came out in 1959 (the English-Polish volume) and 1961 (the
Polish-English volume). It was subsequently reprinted fourteen times — most recently in 1995 — with the
content completely intact. Finally, in 2003, The New Kosciuszko Foundation Dictionary (NKFD) appeared, in
two printed volumes accompanied by a CD. Though originally intended as a simple update of KFD, it
ended up being an entirely new dictionary, linked with its predecessor mainly through the title (a
consequence of the continuing patronage of the New York-based Kosciuszko Foundation) and its focus on
American English. With around 133.000 main entries, it was at the time, and still is, the most
comprehensive English-Polish, Polish-English dictionary in existence. In the summer of 2014, work began
on a new edition, which is going to be published exclusively in digital form.

The present paper looks in some detail at the two lexicographic projects: the compilation of NKFD
in the late 1990s — early 2000s and the work being done at present on the second edition. Although a
period of little more than fifteen years separates the two, to the people involved it feels like half a lifetime.
There are, arguably, some objective reasons for this subjective impression. Among those with the most
direct impact one can mention: the markedly different nature of the lexicographic challenge; the massively
increased availability of sources; the significantly improved technical tools; and the unique qualifications
of the current team of lexicographers. Less directly relevant factors include a noticeable shift of attitudes
toward lexical borrowing among Polish linguists and language pundits. As a consequence, a less puristic,
more liberal view is now emerging of what is admissible as a (Polish) headword and/or equivalent in a
bilingual dictionary. The Anglicization of Polish lexis, its reflection in language corpora, and its
representation in dictionaries, including the one under discussion, thus constitutes the paper' minor,
secondary theme.

SHEL
Anita Auer

University of Lausanne

An alternative history of language standardisation in England:
The urban vernacular of York, 1400-1700

For a long time there existed a general consensus that what became the written Standard English language
developed from the Central Midland dialect, which was propagated by the Chancery clerks (based on
Samuels 1963; see also Ekwall 1956, Fisher et al. 1984). This traditional view, which was convincingly
challenged by Wright (ed. 2000) and Benskin (2004), also attributes an eminent role to London as the
national seat of government and justice in shaping the Standard form. While the metropolis does
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undoubtedly play an important role in the standardisation processes (Wright ed. 2000; Nevalainen &
Raumolin-Brunberg 2003), the role of other major regional centres with high levels of literacy and text
production has to date largely been ignored. The recently launched research project “ Emerging
Standards: Urbanisation and the Development of Standard English, c. 1400-1700”, focuses on an
alternative history of language standardisation in England by considering the roles that regionals centres,
notably York (North), Bristol (Southwest), Coventry (West Midlands), and Norwich (East Anglia), played
in the emergence of written Standard English.

The aim of this paper is twofold: First, I want to briefly introduce the Emerging Standards project
and also focus on the empirical data on which the study will largely be based. Second, I will illustrate the
approach taken in this project by presenting a case study related to the City of York during the period
1400-1700. The focus will be on language variation and change in two very different text types, notably
the city’s civic records and the letters written by members of the York Merchant Adventurers. The
interpretation of the data will also consider socio-economic information and thus different migration and

contact scenarios.

Benskin, Michael. 2004. Chancery Standard. In C. Kay et al. (eds.) New Perspectives on English Historical Linguistics. Amsterdam: John
Benjamins, 1-40.

Ekwall, Bror Eilert. 1956. Studies on the Population of Medieval London. Stockholm: Almqvist and Wiksell.

Fisher, John H. et al. 1984. An Anthology of Chancery English. Knoxville: University of

Tennessee Press.

Nevalainen, Terttu & Helena Raumolin-Brunberg. 2003. Historical Sociolinguistics: Language Change in Tudor and Stuart England.
London and New York: Pearson.

Samuels, Michael Louis. 1963. Some Applications of Middle English Dialectology. English

Studies 44, 81-94; revised by Margaret Laing (ed.), Middle English Dialectology. Essays on some Principles and Problems. Aberdeen:
Aberdeen University Press, 64-80.

Wright, Laura. 2000. The Development of Standard English (1300-1800). Cambridge: Cambridge University Press.

SHEL
Magdalena Bator
University of Social Sciences, Warsaw

The rivalry of verbal synonyms in the culinary recipes of the 14th and 15th
century

The linguistic situation in the Middle English period was complex, with three languages (Latin, French
and English) playing a crucial role depending on such factors as register, medium, context and language
user. Latin was the written language of high status, French was the official language both written and
spoken, and English was the language of low status used in informal, spoken contexts (see for instance
Crespo 2000). Additionally, one should not forget that, apart from the three languages being present in
various areas of language, it was in the Middle English period that a great number of Scandinavian
loanwords, which had been borrowed after the Scandinavian invasions, surfaced in the written English
sources (e.g., Miller 2012; Moskowich 1993).

The aim of the proposed paper is to analyze the multilingual situation found within one text type,
i.e. the culinary recipe. The recipe as a text type has already been analyzed by a number of scholars, for
instance Gorlach (1992, 2004) or Carroll (1999). They all agree that one of the distinctive features of the
genre is the use of verb (or verbal structures) - an issue already investigated by the present author on the
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example of the verbs fry, roast and bake (see Bator 2013). In the present paper our attention will be put on
the following verbal triplets: take ~ nim ~ recipe (= ‘to take’), mess ~ serve ~ dress (= ‘to serve’), boil ~ seethe ~
parboil (= ‘to cook’), etc. The analysis is to reveal the differences among the synonyms, such as the
semantic shades of meaning of the verbs, the syntactic variety of their use, or the dialectal distribution.
The study is also to reveal whether any of the languages mentioned above dominated the semantic area.

The data used for the present research come from a corpus of almost 2,000 recipes from the 14t-
and 15t-century culinary collections.

Bator, Magdalena. 2013. Verbs of cooking in Middle English: Fry, roast and bake. In Fisiak, Jacek & Magdalena Bator (eds.), 123-136.

Carroll, Ruth. 1999. The Middle English recipe as a text type. Neuphilologische Mitteilungen 100: 27-42.

Crespo, Begona. 2000. Historical background of multilingualism and its impact on Middle English. In Trotter, D. (ed.), 23-36.

Fisiak, Jacek & Magdalena Bator (eds.). 2013. Historical English Word-Formation and semantics. (Warsaw Studies in English Language
and Literature 15). Frankfurt am Main, New York: Peter Lang Verlag.

Gorlach, Manfred. 1992. Text types and language history: the cookery recipe. In Rissanen, M. (et al.) (eds.), 736-761.

Gorlach, Manfred. 2004. Text types and the history of English. Berlin: Mouton de Gruyter.

Miller, D. Gary. 2012. External influences on English. From its beginnings to the Renaissance. Oxford: Oxford University Press.

Moskowich-Spiegel Fandino, Isabel. 1993. Estudio Sociolinguistico de los eScandinavismos en Middle English. Variacion y distribucién
léxica. Santiago de Compostela: Universidad de Santiago de Compostela.

Rissanen, Matti (et al.) (eds.). 1992. History of Englishes. New methods and interpretations in historical linguistics. Berlin: Mouton de
Gruyter.

Trotter, David (ed.). 2000. Multilingualism in Later Medieval Britain. Cambridge: Boydell & Brewer.

SHEL
Mariusz Bectawski
University of Warsaw

Determining a corpus of Middle English ‘music’ nouns: a lexicographic study

This paper presents the conclusions of a lexicographic study aiming at determining a corpus of Middle
English ‘music’ nouns. This goal is attained through two complementary approaches involving the
examination of (a) Middle English dictionaries, and (b) an already existing corpus of Old English ‘music’
nouns.

The former approach consists in determining the terms in question via both onomasiologic and
semasiologic procedures. If an onomasiologic study yields three synonyms of music, they are additionally
and independently screened semasiologically to prove the existence of their ‘music’ reading. This
approach will rely on both generic dictionaries (e.g. HTE) and music dictionaries (e.g. DMEMT). The
semasiological approach covers the concepts of semantic change and lexical fields which are relevant to
the terms under question, cf. Lewandowska-Tomaszczyk (2007: 143) who maintains that the field theory
can be used to determine the polysemy of a term.

The latter approach involves a follow-up analysis of an already existing proprietary corpus of Old
English ‘music’ nouns which are checked in view of their plausible permeation into Middle English.
Arguably, it is only natural for a word to linger into subsequent period(s) with obvious alterations in
orthography and semantics.

Ultimately, the study is to pinpoint the semantic prototypes of the concept MUSIC in Middle
English following the tenets of cognitive linguistics, cf. Geeraerts (1997: 207). For instance, the most
frequent, i.e. prototypical, Old English ‘music’ nouns are represented by the tokens of the lemmas
DREAM, GLEE and SOUND.
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The nouns in question do not represent the entire semantic field of MUSIC as they are only
supposed to denote ‘music’ as such (in the case of polysemous nouns, ‘music’ is one of the meanings).
Consequently, terms referring to musical peripheral readings, e.g. ‘instrumental music’ or ‘musical
entertainment’ are excluded from the present study; cf. Whatmough (1957: 76) who concedes: “It has long
been realized that around a nuclear meaning a number of peripheral meanings may cluster, e.g. spring, of
which all the varieties of meaning appear to be peripheral to the single meaning of ‘jump, leap, bound’”.

Carter, Henry Holland. 1961. A Dictionary of Middle English Musical Terms. Bloomington (IN): Indiana  University Press.

Geeraerts, Dirk. 1997. Diachronic Prototype Semantics. Oxford: Clarendon Press.

Geeraerts, Dirk and Hubert Cuyckens (eds.). 2007. The Oxford Handbook of Cognitive Linguistics. New York: Oxford University Press.

Historical Thesaurus of English, libra.englang.arts.gla.ac.uk/historicalthesaurus

Lewandowska-Tomaszczyk, Barbara. 2007. Polysemy, prototypes, and radial categories. In D. Geeraerts & H. Cuyckens (eds.), 139-
169.

Whatmough, Joshua. 1957. Language: a Modern Synthesis. New York: Mentor Books.

SHEL
Mary E. Blockley
University of Texas at Austin

OE auxiliary onginnan as “intend”

OE onginnan “begin” is a verb of motion that auxiliation puts on the semantic move. While language
contact, particularly with French, was once considered a factor, even in Old English the aspectual qualities
of the auxiliary forms of onginnan have received attention in the development of several semantic and
pragmatic models of grammatical change. As early as Beowulf (e.g. verses 244, 498) certain instances of
this verb in the preterite and followed by an infinitival complement are glossed as “sometimes pleonastic”
and “probably a colorless auxiliary, like MnE do” (Fulk 2008, Ogura 2002). Parallel instances have been
adduced from poems including Andreas, Juliana and Guthlac B, as well as examples in the prose, including
the West Saxon Gospels. 1 will argue for a more inclusive look at more ambiguous examples such as Maldon
261 and 265, where editors have been visibly unsatisfied with glossing the auxiliary as “begin,” but have
not extended the possibility that the auxiliary in this context has undergone subjectification and come to
mean “intend” or “resolve,” a cross-linguistically attested path of change for aspectual verbs.

Germanic pragmatic conventions arguably account for the auxiliary bearing this meaning. The
Old English examples, coming from potentially the earliest as well as later stages of the language, have
particular significance in establishing an early textual intermediate point on the pathway towards the
development of a future sense, which appears in English only later, and most clearly in the present tense.
Additionally, the long co-existence of auxiliary onginnan “intend” in widely distributed early medieval
texts alongside the change of state or motion sense is in accord with the invited inference theory, whereby
new meanings can become codified pragmatically. Recent studies of grammaticalization and ambiguity in
historical texts (Moore 2007, N6el 2009). and the idea of “soft trigger” presupposition (Abbott 2006)
contribute to the understanding of what Traugott (2012: 170) characterizes as microclimates that account
for different stops on the forking paths that Bybee et al. (1994:270) trace cross-linguistically from motion >
intention [motion with a purpose] > future.
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DSNA
Natasha Chenier

University of British Columbia

Dictionary Joyce: A Lexicographical Study of James Joyce and the Oxford
English Dictionary

The similarities between James Joyce’s Ulysses and the Oxford Emnglish Dictionary are numerous and
striking: both texts aim to encapsulate the meaning of nearly everything in the English-speaking world.
Both are epic in scope to an unprecedented degree. Both make countless references to other works, and
explicitly absorb much of the preceding literature. Of course politically, the works are vastly different.
Due to the pervasive opinions of the time, to which language scholars were not immune, the OED’s scope
was limited to what was considered reputable literary language. While the OED aimed to document the
(morally acceptable) established lexis, Joyce aimed to challenge and redefine it; he broke with tradition in
frequently using loan words, as well as radically re-defining many of the standard words he used. He also
invented entirely new ones. Moreover, he used English words to describe taboo subject matter. While
the OED was (and still is) perceived as the gatekeeper of respectable English, Joyce used English
in Ulysses to write about extramarital sex, adulterous public masturbation, and analingus, which is why
the text was effectively banned from most of the English-speaking world until the mid-1930s. Joyce’s
liberalism with language and subject matter excluded him from the OED for several decades. Despite
their differences, the first part of this paper aims to suggest that the writing of Ulysses was in many ways
inspired and assisted by the OED (indeed, we know from his notebooks that Joyce used theOED as a
creative tool while writing both Ulysses and Finnegans Wake). Equally of interest as Joyce’s use of
the OED and other dictionaries in his writing process is the OED’s representation of Joyce. While the first
edition of the OED (1928) does not cite James Joyce, nor, to our knowledge, does its 1933
supplement, OED2 (1989) adds over 1,800 Joyce citations. Whereas OED3 (2000-) currently features 2,408
Joyce citations, many of those from OED2 have been removed. Joyce is an example of the changeable
place of modernist literature in the OED. While the first part of this paper looks at Joyce and his creative
process in connection with theOED, the central focus of the second part is the OED’s treatment of Joyce
(and/or lack thereof) over the course of three editions and more than a century.

SHEL
Andrew Cooper
Stockholm University

Non-Germanic names in Old English poetry

Personal names, along with numbers and some other elements, allow for no variation in vocabulary
choice in translation. In Old English poetry, warrior class names like Beowulf typically comprise two
common nouns compounded into a single word, ie. béo (bee) + wulf (wolf) = Beowulf. In these names, as in
other compounds, each component carries a stress on its root syllable, the first of which can contribute to
alliteration. These two syllables can then contribute to foot and verse structure (as described by Kendall
1991). Non-Germanic names cannot conform to this, as they cannot be analysed for internal morphemic
structure. This talk explains the analysis developed by the author to address this discrepancy.
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All the names used in this study have a Latin source, for example Lat. An.'dré.as (Grk. - Avdoéag)
and 'A.bra.ham (Heb. - D112x). It has always been assumed that Old English phonology gives each of
these names a primary stress on its first syllable, according to its usual phonology. However, this paper
shows that Andreas can be shown to also have a secondary stress on its second syllable and Abraham to
have an underlying secondary stress on its final syllable which is only metrically active when made
medial by the addition of an inflectional suffix, as shown in the following examples (where / indicates
primary stress, \ secondary stress and x unstress).

@ . / \ xx X x/ \x
ellpeodigra, pone  ic Andreas “Andreas” 1.1175
foreigners.GEN.PL DEM.ACC I Andreas

Example 1b shows that Andreas can be the last word in a metrical b-line because it occupies two verse feet,
the first of which shows 0O-alliteration with a verse foot in the a-line. The postulated secondary stress on
the medial syllable reflects the penultimate stress in Latin.

(2). a. / xx [/ x X x / x\
Abraham wide, o0peet ellenrof “Genesis” 1.1782
ANOM  widely until courageous.SG

b. / x \ x x [/ x\ x
ellenrofe, and Abrahame Genesis 1. 2036
courageous.PL and A.DAT

In 2a, Abraham has only one stress and must be accompanied by another nominal to satisfy footing
constraints. In 2b, the addition of an unstressed inflectional ending means that a minimum half-line size of

4 syllables is met. Andreas- and Abraham-types represent two possible ways to address

trisyllabic names. These examples, along with Cain, Sarah, Caesar and others, mostly from the Genesis
poem and the catalogues of kings and peoples in Widsith, are used to demonstrate that non-Germanic
names are not metrically similar to commonplace compounds or Germanic names. An Optimality Theory
analysis is used to address constraints of the phonology of the borrowed items, involving vowel quantity,
syllabic structure and secondary stress, which allows for the metrical features of non-Germanic names to
be effectively predicted in the same way as Germanic names.

These findings allow verses with these names to be reliably incorporated into analyses of OE
verse, such as the author’s current study of word order phenomena in OE verse of which this study is a
contributing part.

Kendall, Calvin. 1991. The Metrical Grammar of Beowulf. Cambridge: Cambridge University Press.
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DSNA
Mark Davies
Brigham Young University

Advanced lexicographical research with the new Wikipedia Corpus

One of the challenges in lexicography is accounting for domain-specific lexis, such as words and phrases
that are found primarily in microbiology, aviation, publishing, Buddhism, or thousands of other domains.
General purpose corpora (such as the BNC or COCA) rarely have enough data for any one specific
domain, and even the data from large 5-15 billion word corpora like those from Sketch Engine is often not
large enough for a particular topic. Often the only option is to create multiple specialized corpora, but this
can be difficult and time-consuming, especially for hundreds of different topics.

Wikipedia is an obvious source of data for this type of domain-specific lexis, since its 4,000,000+
articles contain data for an extremely wide range of domains. There are at least two problems, however.
The first is how to quickly and easily create “sub-corpora” for different domains. The second problem is
how to identify keywords in these domains, or compare the frequency across different domains.

In January 2015 we released the freely available Wikipedia Corpus, which contains nearly two
billion words in more than four million articles. The corpus architecture and interface allow for many
advanced queries, which should greatly facilitate lexicographical research. The following describes just a
portion of the functionality in the new corpus, in terms of lexicographical research.

* Via the web-based interface, users can search article titles, links from articles (all of which are
stored in a database), and the frequency of specific words and phrases in articles to quickly and
easily create domain-specific sub-corpora. For example, in less than one minute each, they could
create 100,000- 1,000,000 word corpora of articles related to optics, hip-hop music, Islam, or
thousands of other domains, and they can then use the web-based interface to store these
customized corpora for subsequent queries.

* They can search for any word or phrase (including lemmas, part of speech, and synonyms), and
see the frequency across the specialized corpora that they have created (e.g. the word stress in 5-6
virtual corpora dealing with psychology, or in 8-10 different virtual corpora related to
engineering).

* They can find collocates or see re-sortable concordance lines for any given word or phrase in any
of these domain-specific corpora. For example, in an [Electrical engineering] virtual corpus, the
most frequent collocates of signal (noun) are processing, digital, analog, continuous, sound, converted,
and discrete-time, whereas in a [Railroad/Railway] virtual corpus, the top collocates of signal are
overrun, light, box, semaphore, and danger.

* Finally, in less than one second they can generate keyword lists for any of these specialized
corpora, including multi-word expressions. To give a couple of simple examples, the top nouns
(ranked by raw frequency) in a virtual corpus dealing with [Fungus] are species, plant, spore,
disease, host, cell, and mushroom, while the top adjectives (ranked by “relevance”, using a measure
similar to log likelihood) in a corpus of [Economics] include heterodox, marginal, capitalist,
monetary, aggregate, and optimal. Of course, more complicated searches (including multi-word
expressions) are also possible.

This new corpus will facilitate lexicographical research on hundreds and thousands of specialized
domains, in ways that simply have not been possible before this time.
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SHEL
Mark Davies and Jesse Egbert
Brigham Young University

A large corpus-based study of the historical development of [Noun+Noun]
sequences in American English

Noun+noun constructions are a topic of particular interest in the study of English, for a number of
reasons. From a semantic perspective, there is a wide range of meanings that hold between the two nouns.
For example, the relationship can be one of composition (N2 made from N1; tomato sauce), purpose (N2
used for N1; pencil case), identity (N2 = N1; member country), content (N2 is about N1; algebra test), objective
(N1 object, N2 process; egg production), subjective (N1 subject, N2 process; child development), time (Sunday
School), location (corner cupboard), institution (N2 = institution for N1; insurance companies), partitive (N2 =
part of N1; cat legs), or specialization (N1 = specialization of animate N2; gossip columnist). Even for a given
noun, there can be a wide range of meanings. For example, olive oil is oil made from olives, shale oil is oil
found in shale rock, body oil is either oil found on bodies or it is used to moisturize bodies, baby oil is just
used in the care of babies (but is not made from babies), and snake 0il has a more metaphorical meaning.

In this presentation, we will focus on the historical development of the [Noun+Noun]
construction in the last 200 years of American English, using two large corpora: the 400 million word
Corpus of Historical American English (COHA), and the 155 billion word Google Books (BYU) corpus.

We will first consider several different methodological issues. We will show how (perhaps not too
surprisingly) a very large corpus such as the 400 million word COHA can provide much more robust data
than what is available from much smaller corpora. We will also briefly consider how — with the right tools
— we can extract data from the 155 billion word American English dataset of Google Books, in ways that
would never be possible with the standard Google Books interface. Finally, we will consider how “crowd
sourcing” tools like Mechanical Turk allow us to categorize tens of thousands of different Noun+Noun
pairs (in an accurate fashion, as well), in ways that would not be possible with a small group of
researchers, and we will see how this facilitates fine-grained analyses of the large amounts of data.

In purely quantitative terms, we will show how the [Noun + Noun] construction has grown in
overall frequency since the early 1800s. We will also use COHA data (supplemented by the 450 million
word Corpus of Contemporary American English (COCA) and the 1.9 billion word corpus of Global Web-
Based English (GloWbE) to consider the relatively recent rise of even longer strings (e.g. grade point average
(3), asbestos hazard emergency response (4), brain longevity stress impact index (5), job partnership training act
eligibility guidelines (6), underground storage tank petroleum product cleanup fund (7), or head start family child
care home demonstration project (8)). And we will consider frequency by genre, and show how the
construction has spread between the genres of academic, newspaper, popular magazines, and fiction over
time.

Perhaps most interestingly, in terms of our understanding of semantic change, we will consider
how the construction has spread from one semantic class to another, using the data from tens of
thousands of different types (and millions of tokens). We will see how it was primarily limited to
composition in the earliest periods (e.g. iron skillet, corn meal), and how it has acquired new uses even in
just the last 40-50 years, and we will suggest some preliminary explanations for the historical trajectory
between these different uses.

Biber, Douglas, Egbert, Jesse, Gray, B., Oppliger, R. & B. Szmrecsanyi. (to appear). Variationist versus text-linguistic approaches to
grammatical change in English: Nominal modifiers of head nouns. In Kyto, M. & P Paivi (eds.), Handbook of English
historical linguistics. Cambridge: Cambridge University Press.
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Representing overlapping patterns of polysemy in bilingual dictionaries

Polysemy often poses problems for the dictionary representation of word meaning because the
discrimination of senses is seldom clear-cut. For bilingual dictionaries, the challenge is particularly
difficult because patterns of polysemy associated with cross-linguistic equivalents display differing
degrees of what has been called “overlapping polysemy” (Alsina & DeCesaris 2002; Boas 2009).
Overlapping polysemy occurs when cross-linguistic equivalents share a literal sense and some, but
perhaps not all, extended senses. The polysemy of a word rarely coincides with that of a word in another
language because the derived senses associated with a given word are the result of a combination of
internal and external forces in a specific language, and thus the potential for differences across languages
is very high. Partial coincidence of patterns of polysemy, however, is not rare because many languages
share metaphors. In the context of bilingual dictionaries, recognizing and representing correctly the
complexity and varying degrees of overlapping polysemy is particularly important to the user if the
dictionary is used to produce text in a non-native language.

In this paper we consider the treatment in bilingual dictionaries of two small sets of words in
English and their equivalents in Spanish (and, to a lesser extent, in French and Italian) which display
varying degrees of overlapping polysemy. One set of words (avalanche, flood, mountain, storm, and stream)
consists of nouns the literal sense of which refers to a natural phenomenon; these nouns are commonly
display an extended sense in prepositional phrases (e.g. an avalanche of publicity, a storm of protest, a stream
of visitors). The other set of words studied consists of verbs (cultivate, fabricate, forge, plow, sift) that are used
in conjunction with direct objects belonging to very different semantic classes (e.g. cultivate the land vs.
cultivate the arts; forge iron vs. forge a career). Corpus evidence is used to show how the equivalents of these
words exhibit complex patterns of sense extension. For example, while Spanish noun inundacién is the
most frequent equivalent for floodr in the literal sense, inundacién is not used in the derived sense
exhibited by flood in flood of complaints (which in Spanish would be una avalancha de reclamaciones or un
diluvio de reclamaciones), although the derivationally related verb, inundar, does exhibit this extended sense
(e.g. nos han inundado de reclamaciones ‘we have been flooded with complaints’). Entries from several
dictionaries are compared and although we show that large comprehensive bilingual dictionaries usually
(but not always) point to the use of non-derived senses in their entries, the information is rarely complete
and the examples provided often do not include the most frequent collocates. Finally, we suggest ways of
incorporating these partial parallelisms into dictionary entries.
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Input, homogeneity, and stuff (like that)

Canadian English (CanE) presents the textbook example of dialectal homogeneity (Chambers 2006), with
its undifferentiated urban structure attributed to the Loyalists (Bloomfield 1975; Avis 1973). That is, CanE
homogeneity is argued to derive from source input (cf. Zelinsky’s 1992 First Effective Settlement;
Mufwene’s 1995 Founder Principle), and not from subsequent leveling or convergence. The emphasis on
the founders is well-motivated by Canadian historical demographics: the Loyalists drove westward
expansion. At the same time, recent sociolinguistic research indicates (1) that the social evaluation of
dialect features may ‘over-rule’ input forms, effectively changing the overall character of local language
(e.g. Philadelphia; Labov et al. 2013), but also (2) that homogeneity itself is sociolinguistically desirable
(Chambers 2012). Since the development of the Loyalist hypothesis, large diachronic corpora of regional
CanE varieties have been constructed, enabling direct testing of founder effects.

We operationalize a well-studied discourse-pragmatic variable known to be undergoing change—
general extenders (GEs), as in (1)—to contrast two geographically disparate regions of Canada with similar
input and overtly Anglo-English roots. With its multitude of variants and its known regionally-variegated
profile, the GE system is a dialectologically optimal candidate for regional variation to have developed (cf.
Tagliamonte 2012 on intensifiers). We therefore examine the trajectory of GE variants over the longue durée
in an attempt to untangle their evolution in CanE.

(1) a. I can remember learning how to use a lathe and stuff like that.
b. They would fly in fresh meat and so on like that.
C. Draft horses and whatnot. Dairy cows and things.

Our data represent 120 years of language use in two regions of Canada: Southern Ontario (ONT) (Denis
2015; Tagliamonte 2006) in the east and Greater Victoria, British Columbia (VIC) (D’Arcy 2014) in the
west. We follow the methodology of Cheshire (2007) (among others); more than 5000 GE tokens from 202
speakers are considered.

The broad trend is regional parallelism. In both ONT and VIC, and stuff (like that) rises across the
twentieth century, becoming the dominant variant. However, there are three critical points of contrast.
First, stuff arrives later in VIC (c. 1910) than ONT (c. 1880). Second, in ONT stuff enters a system rife with
many low frequency variants. In VIC, the innovative variant enters a more restricted system. Third,
shorter and stuff leads the way in VIC, while in ONT longer and stuff like that does.

These results suggest historically different starting points and different paths of change that
ultimately converge on a similar synchronic state. In this case, convergence, not input, is responsible for
homogeneity. Notably, the rise of stuff may be part of a broader, global trend (cf. Cheshire 2007; Pichler &
Levey 2011). Although regional linguistic differences are known to evolve within homogeneous dialects
(Schneider 2007; Trudgill 2004), our results suggest that the future of CanE will be defined by the
competing motivations of homogeneity, regionalism, and the seemingly unavoidable spread of ‘mega-
trends’ (Tagliamonte et al. submitted).
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Beggars can’t be choosers: the multi-source origin of mental secondary
predicate constructions

This paper investigates the origin and internal developments of the secondary predicate construction from
Old English to Late Modern English. Secondary predicate constructions (SPCs) consist of a “Verb + NP +
XP”-sequence, with the Verb licensing a predicative relation between the NP and XP:

1. I [found]vew [Ly Gordon's manners]ne [as pleasing as they had been described]xe. (Jane Austen,
Letters, 180x)

2. I [would not call]vers [Science alone]nr [a Liberal Education]xe (...). (Alexander Bain, Education as a
science, 1878)

While SPCs in Present-day English often contain ‘mental’ verbs of cognition opinion as in I consider/
believe/ judge him a fool, this subtype of the SPC was fairly infrequent up until Early Modern English. In
fact, it appears that mental SPCs in Old English rarely contained verbs whose primary semantics were
mental (henceforth: ‘core’ mental verbs), but were largely made up of a mix of verbs derived from
different semantic classes, and all with additional, non-mental uses in the SPC construction. Examples
include verbs of perception (3), possession (4), impersonal verbs (gepyncan), verbs of communication
(tellan), (pseudo)-causative verbs (healdan) and core mental verbs (ongietan) (see appendix).
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3. He [0one mon]nre [micelne & haligne]xr [gemette]vew. (He found the man great and holy,YCOE,
Bede’s History of the English Church) (gemettan)

4. (...) [se]ne [wees hefd & wened]ven [fram mannum mycelre arfestnesse]xe. (... who was
considered and deemed of men someone of much honour, YCOE, Gregories Dialogues (C))
(habban)

In Middle English the set of mental verbs is further enriched with verbs of non-mental origin (e.g. hold,
find). It is only from Early Modern English onwards that an increase in SPCs with core mental verbs can
be observed (e.g. I reckon her guilty/She considered him her friend), although here, the influence of the French
lexicon points to a language external source for the mental SPC.

The influx from different verb classes making up the SPC supports recent claims that language
change may derive from multiple sources at once, rather than occurring through direct descent within a
single constructional lineage (Van De Velde, De Smet & Ghesquire 2013). It is the aim of our paper to
identify these multiple sources for the mental type of the SPC, and how they have contributed to creating
a full-fledged and productive ‘mental’ branch of the construction in ModE.

Evidence for this multi-source-hypothesis is provided through a corpus analysis of SPCs in the
York-Toronto Helsinki Corpus of Old English Prose for Old English and the Penn Corpora of Historical English
for Middle English to Late Modern English. The results not only help untangle the internal developments
of the Secondary Predicate Construction, but also shed light on the mechanisms of language change
driven by multiple sources in general.

Van de Velde, F., De Smet, H. & L. Ghesquiere. 2013. On multiple source constructions in language change. Studies in Language 37(3),
473-489.

Distribution of source constructions of the mental SPC in OE

Perception verbs afunden (1), gefindan (4), gemetan (16), onfindan(1), geson (2), gexian (3)

Communication verbs tellan (3)

(pseudo)-Causative verbs gewyrcan (2), healdan (5), letan (6)

Possessive verbs habban (8)

Impersonal verbs gepencan (4)

Core mental verbs belifan (1), cunnan (1), deman (4), eahtian (1), gecnawan (2), gelifan (11), oncnawan (9), ongietan
(34), onmunan (2), talian (17), tocnawan (2), truwian (1), wenan (6), witan (44), wundrian (2)
TOTAL (193)
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Microstructure of a scientific monolingual dictionary in Haitian Creole

Over the past century, Haitian Creole has seen much advancement in its spoken as well as its written
usage. The last 40 years have been particularly fruitful in the recognition of Creole as one of the nation’s
official language, along with its increase usage in the different fields including the educational system
(Hebblethwaite 2012a).

This advancement includes the usage of the language in multiple published written documents,
which supports its diffusion in the subjects of linguistics, literature, social science, religion, agriculture
and lexicography (Védrine 2004). One of the attestations of this accomplishment is the production of
multiple dictionaries in the language.
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Though Creole has multiple dictionaries, most of them are bilinguals. These documents are therefore,
more useful to multilingual than to the majority of the Creole speakers of Haiti. Additionally, despite the
abundant works created in Creole, major gaps still exist in its usage in scientific documentation.

In order to further the intrumentlization of Haitian Creole, this paper presents a meta-
lexicographical analysis of Haitian Creole focusing on the publication of a print and online monolingual
dictionary on agriculture and the environmental sciences. It also presents the conception of a
comprehensible microstructure of this dictionary focusing on its accessibility and usability of for the
community and scholars alike.

In his bilingual dictionary, Valdman states that « It would be both presumptuous and unwise for
lexicographers not to consult preceding works » in the production of their dictionaries (Valdman and al.
2007). This paper seeks to show that though each dictionary needs a microstructure that is particular to its
needs, consulting previous works contributes immensely in the furthering of the process of creating new
lexicographical works.

Hebblethwaite, Benjamin. 2012a. French and underdevelopment, Haitian Creole and development, Educational language policy
problems and solutions and scholars in Haiti. Journal of Pidgin and Creole Languages 27(2), 255-302.

Valdman, Albert, et al. 2007. Haitian Creole-English Bilingual Dictionary. Bloomington, IN: Indiana University, Creole Institute.

Védrine, Emmanuel W. 2004. An annotated bibliography on Haitian Creole: a review of publications from colonial times to 2000.
Coconut Creek, Fl: Educa Vision Inc.
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Bilingualism vs. Semi-Communication in Language Contact and —-Change:
are the Vikings to Blame for Morpho-Syntactic Simplifications
in Mediaeval English?

This study addresses the role of language contact in language change, especially grammatical change. Its
object of study are the manifold structural simplifications English underwent from Old (OE) to (later)
Middle English (ME), with a particular focus on the development of English gender: in OE, modifying

determiners and adjectives marked grammatical gender, as did third-person-singular pronouns (cf. (1));
from (later) ME onwards, only the pronouns expound natural (sex-based) gender (cf. (2)).

1) ba Ocet wif geseah, Ot hit him  nees dyrn
When that.NEUT woman.NEUT saw that it NEUT him not-washidden

‘When the woman saw that she was not hidden from him’ (The Gospel of St. Luke in Anglo-
Saxon, ed. Bright 1893: 38)

2) Wedde nat a wiffe for hir inheritaunce
Wed not a.UNI woman for her.FEM inheritance

‘Don’t marry a woman for her inheritance’ (Benedict Burgh’s Cato Major, ed. Forster 1905: 320)

Both starting- and end-point of English gender development are hence easily defined, also studies
investigating it abound, however there is no prevailing opinion — let alone a consensus — regarding how

34



and why English so radically reduced its gender system both in assignment and exponence. Rather, the
many studies have produced “remarkably contradictory results” (Stenroos 2008: 451). This might be due
to older publications (e.g. Korner 1888; Lindelof 1893; Ausbiittel 1904; Landwehr 1911; Philippsen 1911;
Morsbach 1913[1926]; von Glahn 1918; Ross 1936) generally not differentiating between NP-internal and -
external exponence and often showing room for improvement regarding the documentation of
methodology and results, while more recent, larger-scale ones, such as Curzan (2003), Jones (1988), or
Markus (1988) typically cover too large an area and/or divide the database into rather too fine time slices,
thus obfuscating general coherent patterns as well as local developments occurring at different times and
places (cf. Stenroos 2008: 451).

As for other morpho-syntactic phenomena, case underwent a similarly profound simplification
from the OE four-case system (plus remnants of an instrumental) to a residual subject/object/possessive
distinction in pronouns and a genitive/non-genitive distinction in noun-phrases in use ever since late ME.
Plural essentially lost six of its seven allomorphs to the —s-plural (cf. e.g. Hotta 2012). Many, if not most of
these simplifications also display a discernible north-south vector (cf. e.g. Lindelof 1893: 299-302; Hotta
2012: 112).

It is well-known and generally undisputed that Viking settlement names were very numerous,
but at the same time confined to the Danelaw area, i.e. northeast of a line drawn from London to Chester
(cf. e.g. Stenton 1942; Cameron 1969: 75-86, 1971; Richards 1991: 33-36; Loyn 1994: 82-89; Crawford 2003:
59-60). It is similarly well-known and undisputed that English borrowed quite a few words from Old
Norse (ON), in particular basic terms of high frequency (cf. e.g. Hofmann 1955; Peters 1981; Thomason &
Kaufman 1988; Townend 2002; Pons-Sanz 2007, 2013; Lutz 2012). By contrast, there is much discord in the
research community regarding the influence of ON on the structural/grammatical changes English
underwent in the later Middle Ages: outspoken affirmers (e.g. McWhorter 2002; Townend 2002) face
equally vehement deniers (e.g. Thim 2012; Lutz 2012) of this notion.

As a contribution towards overcoming this impasse, the present paper appraises multiple lines of
evidence from numerous linguistic and non-linguistic disciplines, which pertain to the demographic
situation in Viking-Age England. These disciplines comprise history, archaeology, molecular genetics, art
history, ‘saga studies’, and onomastics of settlements, places, landscape features, and persons, all
providing converging evidence for substantial Scandinavian influence in the Danelaw area. Further, an
assessment of structural similarities and differences between OE and ON suggests that the former have
been rather larger than the latter, so that the OE-ON contact situation is much more likely to have based
on semi-communication (cf. e.g. Haugen 1966; Braunmiiller 2001) and accommodation (cf. e.g. Trudgill
1986; Giles et al. 1991) than on bilingualism and interpreters.

In sum, the present study concludes that OE-ON contact facilitating or even instigating
grammatical simplifications is a distinct possibility, but no matter of course. A meticulous analysis of
chronicle materials forces to conclude that the simplification of English gender very likely was sped up
and possibly even started by this contact.
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Canadianisms in Canadian desk dictionaries: scope, accuracy and desiderata

The present paper explores “Canadianisms” in Canadian desk dictionaries. The Dictionary of Canadianisms
on Historical Principles (Avis et al. 1967) defines Canadianisms not only as words, expressions and
meanings native to Canada, but also as those that “are distinctively characteristic of Canadian usage
though not necessarily exclusive to Canada” (xiii). This definition calls for a descriptive approach that is at
the base of most Canadian desk dictionaries.

The present paper focuses on three Canadian desk dictionaries that comprise the apex of the
lexicography of contemporary Canadian English to this day. These are the Gage Canadian Dictionary and
the ITP Nelson Canadian Dictionary from 1997 and the Canadian Oxford Dictionary from 1998. All three
dictionaries appeared at a time of intense competition on the small Canadian market and were direct
competitors in what can be called the “Canadian dictionary war”. At the time, Gage Ltd. published what
is de facto the fifth edition of the Senior Dictionary, while ITP Nelson and Oxford University Press issued
newly adapted and Canadianized dictionaries.

7

Based on an examination of all terms, meanings and expressions labelled “Cdn.” in these three
dictionaries, we deduct the working principles of what comprises a Canadianism in each case. It will be
shown — with the benefit of hindsight — that not all terms labelled “Canadian” are actually Canadianisms
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in any meaningful way. It will also be shown to what degree these dictionaries include highly specialized
uses — ranging from Canadian military abbreviations to highly localized place names — while lacking some
bona fide Canadianisms. Regionalisms, which are characterized by their limited geographical use in a
given national context and/or by their cross-border use, are particularly interesting cases. More than just
associated with a given region, regionalisms can help define national varieties in some contexts. For
instance, the term runners/running shoes serves as a Canadianism west of Quebec, yet in Atlantic Canada
sneakers is the dominant form, just as in much of the USA (Berger 2005). It will be argued that existing
“errors” in the Canadian desk dictionaries are the result of the standard methods of quotation file and
corpus linguistics, which only suboptimally produce evidence on the lexis of a non-dominant variety of a
language (Clyne 1992), such as Canadian English.
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Jesse Egbert* and Douglas Biber®
*Brigham Young University, °Northern Arizona University

The evolution of the English genitive: Predicting diachronic change in noun
modifier use

Diachronic change in the use of genitive noun phrases—where one noun modifies another noun—has
been an object of great interest in recent years. Most studies of genitive constructions have focused on two
structural variants: the ‘s-genitive (e.g., the family’s car) and the of-genitive (the car of the family). These
genitive constructions are traditionally associated with a relationship in which one noun possesses
another noun. However, in actual use, genitives can be used to express various other relationships
between nouns (e.g., attribute: Martha’s courage failed her.; defining: I live in the city of Lahore.). When we

consider this full set of meaning relations, it becomes apparent that there is actually a third structural
variant that should be compared to the ‘s-genitive and of-genitive constructions: pre-modifying nouns
(e.g., the family car). While many previous studies have investigated the use of the ‘s-genitive and the of-
genitive (see, e.g., Kreyer, 2003; Rosenbach, 2002; Hinrichs & Szmrecsanyi, 2007; Szmrecsanyi & Hinrichs,
2008), only a few previous studies have included pre-modifying nouns as a third genitive variant (see also
Biber, Egbert, Gray, Oppliger, & Szmrecsanyi, forthcoming; Rosenbach 2006, 2007).

One common finding in all of these studies is that English genitives are undergoing significant
diachronic changes. However, there are still many unanswered questions about the nature of these
changes because the vast majority of these studies take a variationist rather than a text-linguistic
approach. In simple terms, variationist research investigates proportional preferences, whereas text-
linguistic research investigates rates of occurrence in texts (see Biber, 2012). While findings from
variationist studies are useful for learning about the reasons authors or speakers prefer to use a particular
genitive variant, this approach necessarily ignores a large number of genitives in the corpus that are
coded as non-interchangeable. In contrast, the text-linguistic approach accounts for all cases of genitives in
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the analysis, regardless of interchangeability, allowing the researcher to investigate the factors that predict
the use of each genitive variant across the texts in the corpus.

In this study, we take a text-linguistic approach to describing diachronic changes in the use of ‘s-
genitives, the of-genitives, and pre-modifying nouns in ARCHER (A Representative Corpus of Historical
English Registers) across three registers (News, Science, and Personal Letters). Our findings reveal
significant changes in the use of these three variants over time. We use a series of multiple regression
analyses to explore the role of other variables such as register, type-token ratio, and noun use. The results
of these analyses show that time interacts with register, and that linguistic variables such as type-token
ratio are strong predictors of genitive use. In addition to revealing new findings about the use of nominal
modifiers, we demonstrate how the variationist and text-linguistic approaches are complementary and
equally important approaches to studying linguistic variation.

SHEL
Joanna Esquibel
University of Social Sciences and Humanities

Wher alle interpreten or expownen?
On Middle English near synonyms of the Romance borrowing TRANSLATEN:
A corpus study with focus on expounen, interpreten, transposen and rendren

The paper is part of a longer study whose ultimate aim is to precisely map all synonyms denoting
‘transfer between languages’ in order to establish both central and marginal verbs within the domain
TRANSLATE in the history of English.

Nearing the end of the Old English period, the language saw thirteen different terms referring to
the process of translation. After the Norman Conquest, that multitude of OE native verbs got reduced to
wenden, last attested in this meaning at the beginning of the 13t century. For the next hundred years, a few
general native terms would fill in the transitional void, occasionally acquiring the meaning “to translate’,
cf. “teefore hafe icc turrnedd itt Inntill Ennglisshe speeche,” (1200, The Ormulum), or “Alfred wrat pa
lazen on Englis,” (c1275, Layamon Brut), until, finally, the language borrowed a specialized term, i.e.
translaten (F.-L., Skeat). The verb entered English with the meaning of ‘transferring, changing, replacing’
(cf. MED), and in the 14t century it acquired the literal meaning “to translate’ (MED, Skeat), marginalizing
or eliminating older forms (cf. previous studies).

The present study focuses on other Romance borrowings reinforcing the domain in the 14t
century, namely:

- Fr. expounen ‘to give a version in another language, to translate’ (OED, MED, first attested in this

meaning in c1380);

- Lt/ Fr. interpreten ‘to translate’ as in ‘in writing’ (OED, MED, c1384);

- Fr. transposen ‘to change into another language; to translate; to transfer’ (OED, MED, a1393); and

-  Fr. rendren "to reproduce or express in another language’ (OED, MED, c1400).
Even though in Middle English the domain is occupied mainly by borrowings, and no native verb
denoting ‘to translate’ is attested in the central position, certain native forms still exhibit this meaning in
their peripheries, cf. single instances of drauen (“Ut of latin dis song is dragen on engleis speche,” 1325,
Genesis and Exodus), and taken (“pe ebrue storie to han taken [L tradidisse] to latyn tunge,” al382,
Wiycliffite Bible). Thus, the paper also aims at a close analysis of contexts in which the native and foreign
verbs are attested. This should lead to establishing patterns of their distribution and help provide a
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potential explanation for the native terms yielding ground to more specialized Romance borrowings.
Whenever possible, the interpretation of the results takes into consideration the provenance of texts, their
register, and possible scribal code-switching.

The list of synonyms under scrutiny is compiled based on the Historical Thesaurus of the Oxford
English Dictionary (HTOED), the linguistic illustration comes from the Middle English Dictionary (MED),
and Oxford English Dictionary (OED), supplemented with statistical data from prosaic and poetic texts
collected in the Innsbruck Corpus of Middle English Prose (ICAMET) and the Corpus of Middle English Prose
and Verse (MEC).

2013. The historical thesaurus of the Oxford Emnglish Dictionary online. Oxford University Press. http://www.oed.com/historical-

thesaurus-of-the-oed/

Markus, Manfred (ed.). 2008. The Innsbruck Corpus of Middle English Prose. (collection of Middle English Texts compiled for ICAMET).
Innsbruck: University of Innsbruck.

McSparran, Frances (ed.). 1999. The Middle English Compendium: The Middle English Dictionary. A HyperBibliography of Middle English
Prose and Verse. Ann Arbor: Humanities Text Initiative — University of Michigan (http://quod.lib.umich.edu/m/med/).

McSparran, Frances. 2013. Oxford English Dictionary Online. Oxford University Press. http://www.oed.com

DSNA
Donna Farina

New Jersey City University
The Language of Land Grabs

This paper proposes to examine the play between denotation and connotation in the new words and
expressions being used in the Russian press, to describe ongoing events associated with Ukraine — and
beyond. This proposal, intended for the Conference of the Dictionary Society of North America, initially
arose out of extensive reading of Russian-language sources following the recent events in Ukraine: the
ousting of the pro-Russian Ukrainian president, the Russian takeover of the Crimea, and the Russia-fueled
unrest and war in eastern Ukraine.

The Russian press contains a large number of new words and expressions associated directly with
the Ukrainian question. However, the new words/expressions go beyond the Ukrainian situation and are
related as well to Russian views toward the West. There is new vocabulary related to Europe, such as
Geiropa or 'gay Europe' instead of the neutral Evropa 'Europe’; a recently published book uses Geiropa in its
title. Many new words are connected with the United States; Americans are pindosy (the term requires
explanation and cannot be translated with a simple equivalent) and the United States is Pindostan. While
most of the new words express anti-Western views, some indicate a more liberal and anti-Putin
perspective. Certainly, authors are cuing the readership as to their intentions; the authors are using both
denotation and connotation to influence their readers' understanding.

Merriam-Webster online defines denotation as: "a direct specific meaning as distinct from an
implied or associated idea." As an illustrative example it gives: "The definition provides the word's
denotation." This is a good example because, indeed, dictionary definitions rarely give us a word's
connotation. Connotation is (again, from Merriam-Webster online): "an idea or quality that a word makes
you think about in addition to its meaning." Denotation is what a word means, and connotation is how a
word makes people feel; denotation is usually more stable, connotation can evolve more quickly. A
changing connotation may or may not cause permanent change in the lexical meaning (denotation) of a
word. Merriam-Webster defines junta as: "a council or committee for political or governmental purposes;
especially: a group of persons controlling a government especially after a revolutionary seizure of power."
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When a Russian author uses the word khunta to describe the Ukrainian government in Kiev or the pro-
Russian gunmen in in the eastern Ukrainian city of Slavyansk, the connotation that the government is not
legitimate is conveyed.

When today's Russian Press uses junta,' 'patriot,’ 'Russophobia,’ 'totalitarian dictatorship," 'anti-
Russian actions,’ and 'criminal’ to describe ongoing events, there is play both with the words' denotation
and connotation. Today's events in Ukraine have commonalities with the 2008 Russian seizure of
Abkhazia, an area of northwestern Republic of Georgia; to the extent possible articles from that period
will also be examined for comparison.

DSNA
Edward Finegan

University of Southern California

“Sex” and “Gender” —in College Admission Applications and in Dictionaries

On her application for admission to a nursing program in a private religious university, a pre-operative
transgendered student checked “female” in the box seeking information about “gender” even though her
birth certificate identified her as male. The student was admitted to the program on a scholarship but,
once the university recognized the facts, it suspended, expelled, and excluded the student from campus
for fraud. The student sued, arguing that gender and sex do not mean the same thing: that “gender” refers
to a social or cultural construct, not biological sex, and that a query about “gender” on a college
application allowed applicants to check the box with which they self-identified. In other words, in this
case, identifying herself as female was legitimate and not a fraudulent report. The legal proceedings that
followed highlighted the fact that dictionaries treat the terms sex and gender in different ways. Beyond
that, online dictionaries like Merriam-Webster’s that ask questions like “What made you want to look up
gender?” and post users’ answers demonstrate that users, often prompted by discussion university classes
in cultural studies and social science, are unclear about these lexical items and curious as to possible
semantic differences between them.

As a means of assessing how valuable is reference to dictionary entries in addressing the
legitimacy of the student’s choice on her application and the university’s accusation of fraud, this paper
examines how several established, reputable dictionaries treat sex and gender, and it also examines Urban
Dictionary’s treatment of the words. The paper argues that, in understanding and resolving such disputes,
substantial value resides in consulting both established, reputable dictionaries and those that are crowd-
sourced. It also compares the value of formal usage notes such as those in the American Heritage Dictionary
with direct access to popular understandings as displayed by user’s definitions and stated reasons for
looking up a word.
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SHEL
Olga Fischer
University of Amsterdam/ACLC

The role played by analogy in grammaticalization:
The case of English HAVE-fo compared to Spanish TENER de/que

In line with similar developments involving a possessive verb like HAVE, where HAVE in combination
with an infinitive (or past participle) grammaticalized from a full verb into an auxiliary, it has usually
been taken for granted that English HAVE-fo represents a regular case of grammaticalization. Thus,
Brinton (1991), Krug (2000), and Lecki (2010) all more or less accept three developmental stages for the
change from: [ have[a book[to recommend]] to I[[have to recommend]a book]. In this scenario, the
grammaticalization of HAVE-fo proceeds along a unidirectional path of pragmatic-semantic change with
bleaching of possession first, followed by the development of obligative colouring, and with word-order
change and rebracketing forming the final stage of the development.

Fischer (1994) challenging the traditional view, argued that the word-order change should be seen
as a cause rather than result. This in turn was challenged by Lecki. For this talk, I will first show that
Lecki’s counter-examples to Fischer (1994) are not strong enough to uphold the traditional semantic-
pragmatic view of the development. Next I will argue that Fischer’s word-order change also cannot be
the only cause for the changes involving HAVE-fo. To come to an understanding of what happened, we
need to look not only at the construction itself undergoing change, but also at the synchronic
circumstances under which the change took place, i.e. at other constructions that may have played a role
in the process. Word order will still be seen as important since, due to the loss of Verb-second, verbal
forms came to be fixed in position providing a structural analogy for interpreting HAVE-to-inf. as a unit.
In addition, however, the new construction was supported analogically by other constructions, notably
constructions involving the noun and verb need, and the existential use of the verb HAVE. These
developments all helped to establish the necessity meaning that HAVE-to acquired (rather than e.g. future
meaning, another possibility), which the traditional account cannot really explain.

It is of interest to compare English HAVE-fo to what happened in Spanish with similar source
constructions, i.e. TENER de/que + infinitive (tener ‘to hold/have’), because these also grammaticalized into
modal auxiliaries of obligation. Does this indicate that grammaticalization processes involving similar
source constructions indeed follow similar (universal) pathways (as argued e.g. in Haspelmath 1989, and
cf. Heine and Kuteva 2002)? To some extent the Spanish development resembles the one in English in that
the fixing of word order to SVO plays a role in both languages, but it is also clear that the analogical
circumstances are completely different (involving confusion between a number of different TENER- and
HABER-constructions), and that there are also important syntactic differences with respect to pronominal
clitics and adjectival inflexions (for the data Olbertz 1998 and Cornillie 2007 were used). The conclusion
will be that in Spanish, too, it is the synchronic analogical circumstances that explain the specific path that
grammaticalization has followed.

Brinton, L. J. 1991. The origin and development of quasimodal have to in English, Paper presented to the 10th ICHL, Amsterdam 1991. Unpublished
manuscript (http:/faculty.arts.ubc.ca/lbrinton/HAVETO.PDF)
Cornillie, B. 2007. Evidentiality and Epistemic Modality in Spanish (Semi-) Auxiliaries. A Cognitive-Functional Approach. Berlin-New York: de Gruyter.

Fischer, O. 1994a. The development of quasi-auxiliaries in English and changes in word order’. Neophilologus 78: 137-164.

Krug, M. 2000. Emerging English Modals: A corpus-based study of grammaticalization. Berlin: Mouton de Gruyter.

Lecki, A M. 2010. Grammaticalisation Paths of Have in English. Bern: Peter Lang

Haspelmath, M. 1989. From Purposive to Infinitive - a Universal Path of Grammaticization. Folia Linguistica Historica 10, 287-310.
Heine, B. & T. Kuteva. 2002. World Lexicon of Grammaticalization. Cambridge: Cambridge University Press.

Olbertz, H. 1998. Verbal Periphrases in a Functional Grammar of Spanish. [Functional Grammar Series 22]. Berlin: Mouton de Gruyter.
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Jaclyn Fiscus
University of Washington

Before Translingualism: Bidialectal Curricula Informing Perspectives on
Students’ Right and Translingualism

Many see the “Students’ Right to Their Own Language” (1974) as the landmark moment for students’
language rights; it is widely considered the beginning of the Conference on College Composition and
Communication’s (CCCC) involvement in language policy, and the catalyst for the CCCC’s more liberal
policies about language use in the classroom (Smitherman 1999). This presentation analyzes two
bidialectal curricula “The Psycholinguistics Reading Series: A Bi-dialectal Approach” (1968) and “The
Psycholinguistics Oral Language Program: A Bi-dialectal Curriculum” (1969) that pre-date SRTOL to
illuminate the historical conversations that spurred the creation of SRTOL. Qualitative analysis for both
curricula is taken from the teacher manuals because they contain both the lesson plans and the
metacommentary of how to implement the curriculum, which gives a better understanding of how the
texts were taught. This presentation provides excerpts of these documents to prove that the intention of
the curricula is to practice unidirectional code-switch from AAVE to SAE—a problematic method of the
curricula and one of the main reasons that SRTOL was published. Given the current debate about
whether code-switching or translingualism should be promoted in schools, this presentation discusses the
shortcomings of the code-switching approach, but also considers some of the promising pedagogical
implications of this curriculum that may be useful in designing practical applications of translingualism.
Generally, an examination of these documents raises questions about the effectiveness of teaching
grammar without asking students to be metacognitive about the rhetorical effectiveness of their meaning-
making choices; these questions can help us rethink current calls for more methodological approaches to

translingualism.

DSNA
Pierre Fournier

University of Paris

Stress in French Loanwords in English: Two Dictionary-Based Views

Few quantitative studies about the word stress assignment of French loanwords in contemporary English
are to be found. The first part of this study is based on the creation of a representative corpus of French
loanwords, with typical French endings, attested in Daniel Jones’ dictionary: the Cambridge English
Pronouncing Dictionary (18" edn). The primary stress location in British and American English is then
investigated. It appears that the variety of English is a determining parameter in the stress assignment of
French loanwords as well as the distinction between common nouns and proper nouns. The introduction
of French loanwords into the English lexicon deeply reshaped the English phonological system. The
particular case of stress patterns in French loanwords illustrates the stress conflicts between Romance and
Germanic principles in English. The contemporary trend suggests that the French final demarcative stress
which was reproduced in English by a final lexical stress is better preserved in American English than in
British English. In British English, it appears that the French origin factor is counterbalanced by other
criteria. However, the French origin parameter seems to be the key factor for word-final stress patterns in
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American English. These preliminary conclusions are drawn thanks to the data which is attested in the
Cambridge English Pronouncing Dictionary. The second part of the study aims to compare these results with
the stress patterns which are found in John C. Wells” dictionary: the Longman Pronunciation Dictionary (34
edn). Do the stress patterns extracted from Wells’ dictionary confirm the preliminary conclusions? The
underlying question involves the reliability of dictionary sources. This synchronic analysis of two major
reference works in English pronunciation finally includes a diachronic dimension with the comparison of
the stress patterns of French loanwords in the first (1990) and the third editions (2008) of the Longman
Pronunciation Dictionary, as well as between the fourteenth revised version (1991) and the eighteenth
edition (2011) of the Cambridge English Pronouncing Dictionary. Are the stress patterns subject to variation
across such a short period?
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Amanda Fronk, Don Chapman and Mark Davies

Brigham Young University

First Citations and First Occurrences: How Sensitive to Language Change were
19t and 20t century American Dictionaries?

One of the most celebrated battles between prescriptivists and descriptivists has been over the publication
of the Merriam-Webster’s 3rd edition (MW3) (Morton 1994; Ottenhoff 1996). An unfortunate residue of
that battle has been a public perception that MW3 was attempting to do something new in trying to
document the language rather than protecting it. The American Heritage Dictionary, for example, was
created as a reaction to the aims of MW3, and William Morris, its editor, claimed that a dictionary should
instead offer “sensible guidance toward grace and precision which intelligent people seek in a dictionary”
(Morris 1969, vi).
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With such a view of lexicographical history, it would be easy, as it was for us, to assume that
dictionaries would be rather conservative in citing new words for the first time. Indeed, Bryan Garner,
editor of a leading usage handbook, lists a word’s newfangled feel as reason for objecting to its propriety
(Garner 2009). A word would have to be well established before a dictionary would record it, we
assumed, and dictionary entries for new words would lag by several years the occurrences of those words
in print throughout the nineteenth and earlytwentieth century. Our initial aim in this study was to
ascertain just how much dictionaries lagged in documenting new words. We chose a word formation
process, namely conversion, that has generated a number or prescriptive pronouncements (e.g. contact,
impact, dialog) and using the Corpus of Historical American English (COHA) (Davies 2009), we developed
a corpus-based measure of a word’s established status in the lexicon. We then compared the corpus data
to the citation history of words throughout 12 dictionaries published since Webster’s 1828 edition, in
roughly ten-year increments. This comparison showed that rather than lag established use, dictionary
citations routinely anticipated it for new words formed by conversion. More interesting, the first citations
in dictionaries routinely came as early as the first occurrences in the COHA corpus. This evidence
suggests that not only have American dictionaries been quick to incorporate new uses of words, but that
dictionary editors have been finely tuned to developments in the language. Somehow, editors with their
citation slips were able to capture change in the empirical record as accurately as today’s large-scale,
representative corpora. This is not to say that corpora are not a welcome tool for lexicography, but rather
that if these results turn out to be the same for other types of word-formation, pre-corpus methods such as
citation slips still deserve a fair amount of respect for their empirical accuracy.

Davies, Mark. 2009. Corpus of Historical American English (COHA). corpus.byu.edu/coha.

Garner, Bryan A. 2009. A dictionary of modern American usage, 3rd edn. New York: Oxford University Press.

Morris, William (ed.). 1970. The American heritage dictionary of the English language. Boston: American Heritage and Houghton
Mifflin.

Morton, Herbert C. 1994. The story of Webster’s third: Philip Gove’s controversial dictionary and its critics. Cambridge: Cambridge
University Press.

Ottenhoff, John. 1996. The perils of prescriptivism: Usage notes and the American heritage dictionary. American Speech 71, 272-284.
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R. D. Fulk
Indiana University

Free nominal compounding in early English: an overview

One of the least-studied differences between Old English (OE) and early Middle English (ME) is the
different treatment of compounds in the two. There is a high incidence of nominal (and adjectival)
compounds in OE that do not occur in prose, where, with few exceptions, only lexicalized compounds
occur. For example, OE bealocwealm ‘baleful death’ and hyge-méde ‘weary of mind’ are true nonce-
compounds that occur only in verse, whereas ealdormann ‘chief’ is found in texts of all types. By contrast,
in regard to Middle English, it is remarkable that non-lexicalized compounds like the former are
exceedingly rare in texts recorded after the Norman Conquest. Unlike in Old and Middle English, in
modern English, new compounds tend to be lexicalized precipitately (e.g. stonewall and hophead), and free
compounding produces multi-component strings like digital data management emergency plan and employee
pass program payment option, comparable to formations in other modern Germanic languages, e.g. New
High German der Donaudampfschifffahrtsgesellschaftskapitin ‘the Danube Steamship Navigation Company
captain’ and Danish multiplikationsudregningstabelshaefteopbevaringsreolsproduktionsfacilitet ‘production
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facility of storage shelves of boxes for notebooks for the calculation of multiplication tables’. Accordingly,
this paper has several aims, one of which is to identify the differences in compounding patterns in early
English and Modern English. Another is to document the decline of nonce-compounding over the course
of the Old English period and into the early Middle English era. Such documentation is complicated by
the requirement that true compounds be differentiated from other bi- and multi-morphemic formations,
as determinable on the basis of generic context (poetry vs. prose), metrical treatment, constituent types
(free morphemes vs. derivational affixes), and type of juncture between the compounded constituents
(inflected vs. uninflected). For example, OE mancynn ‘humankind’ is plainly a lexicalized compound,
occurring very commonly in prose, its second constituent -cynn being allowed in weak metrical positions
in verse, and its first constituent uninflected. A further aim of the paper is to explore the linguistic
implications of the diachronic abandonment of free compounding over time. Is it due to the reduction of
stress levels on syllables without primary stress assumed for late Old English and early Middle English, or
might other factors have come into play? Since nonce-compounding is effectively confined to poetic texts
in Old English, the possibility that deterioration of poetic traditions played a role must be taken into
account and weighed against purely linguistic factors. The history of free compounding thus offers a
noteworthy opportunity to examine the interplay (and the interdependence) of the linguistic and
philological domains in language change. Finally, a further aim of the paper is to consider what can and
cannot be known about compounds preserved only in written records of a pre-modern language, by
comparison to the range of variables that contribute to the analysis of compounding in Present-Day
English, which include phonology (e.g. Vogel 2010), morphology (e.g. Ackema and Neeleman 2010),
syntax (e.g. Harley 2009) and semantics (e.g. Lieber 2009).

Ackema, Peter, and Ad Neeleman. 2010. The role of syntax and morphology in compounding. In S. Scalise & 1. Vogel (eds.), Cross-
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Lieber, Rochelle. 2009. A lexical semantic approach to compounding. In R. Lieber & P. Stekauer (eds.), The Oxford handbook of
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Amsterdam: Benjamins.
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Emily Furner

Definitions and Meaning: an Exploration of When Words Become “Accepted”
into American English

Nicknamed “the editing Bible”, the Chicago Manual of Style contains 1026 pages of editing rules. However,
the manual does not have a rule for when a new word requires an in-text definition and when it does
not, even though it is normal for editors to provide glosses for unknown words. The purpose of this study
is to explore the time frame of the process for a new word to drop its gloss using the Google Books American
English corpus as my research instrument. I hypothesized that words will take about three years after their
birth in the English language before they appear 90% of the time without their gloss in the corpus.
However, I also predicted that words that are born from 1980 to now will have a shorter time on average
that they are defined due to the prevalence of the Internet and global technology.

The Google Books American English corpus (GB) is organized by decade from 1810-2000s.
I chose ten nouns that came into the English language during each decade represented in GB because
nouns are the most frequently glossed part of speech. Words were chosen through the Oxford English
Dictionary’s (OED) Advanced Search function set to find lexical innovations that came into the language
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in the middle of each respective decade. I searched for each word in GB to find the first few occurrences
of the word and recorded what kind of definitions (or glosses) accompanied the new word, noting the date
of each occurrence. Then, I found the first year of publication when the word is used 90% of the time
without a definition by analyzing corpus data.

The difference between these two dates (appearance in the lexicon and 90% non-
defined) was interpreted as the time span that the word needed to become sufficiently “known” enough
to not need a gloss. Iaveraged the ten words’ time frames to find the normal time frame needed, by
decade, for a word to become “known.” I then compared these time frames between decades to see if
more recent decades have shorter time frames for words than past decades. The time frames of all the
words were also averaged in order to find the average time frame overall a word takes to drop its
definition in the American printing world. Ialso compared the data between registers to see if
register was a significant factor affecting the time frame.

A secondary outcome of my study was examining the typology of glosses of the selected word list
set. In my pilot study for this project, I found four main types of glosses that occurred with a new word.
They were: relative clauses; appositions; “or” phrases; and following sentences. In looking at when these
specific types of glosses in the corpus were used with new words, I was able to trace words and their
definitions through the years, paying attention to the specific situations where one gloss was used over
another.

Bohannon, John. 2011. Googlebooks, Wikipedia, and the Future of Culturomics. Science 331(6014), 135.

Brohough, William. 1998. English Through the Ages. New York: Writer’s Digest Books.

Davies, Mark. 2012. Expanding Horizons in Historical Linguistics with the 400 Million Word Corpus of Historical American
English. Corpora 7, 121-157.

Davies, Mark. 2011. Google Books: American English. Available at googlebooks.byu.edu. Accessed 23 May 2012.

Hunston, Susan. 2002. Corpora in Applied Linguistics. Cambridge: Cambridge University Press.

Michel, Jean-Baptiste et al. 2011. Quantitative Analysis of Culture Using Millions of Digitized Books. Science 331(6014), 176-182.

DSNA
Peter Gilliver

Oxford English Dictionary

The quotation collectors: a conspectus of readers for the
Oxford English Dictionary

Throughout the history of the Oxford English Dictionary its editors have invited contributions from the
public. Anyone, throughout the English-speaking world, could help by reading, and sending in
quotations from, texts. This openness to external contributions became a key factor in the OED’s success,
forming the bedrock of evidence on which the Dictionary is based. Those who have read for the OED over
the last century and a half make up an enormous and fascinatingly varied group of people, among whom
there are many whose individual contributions have had a discernible influence on the Dictionary’s
content; some, indeed, have contributed so voluminously that different parts of the Dictionary can be seen
to reflect their reading choices—though of course the volume of quotations contributed is not necessarily
a reliable indication of how useful the quotations will be found by the lexicographer. My paper will make
use of published and archival sources to examine the work of a selection of these individuals,
chronologically spread out over the whole history of the project from its beginnings to the present day. As
with all those diverse groups of people who helped shaped the Dictionary in other ways, many individual
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readers would make worthwhile subjects of study in their own right; while I hope to be able to present
some of the more interesting biographical details they can also be used collectively as a lens through
which to view the changing nature of the Dictionary and its methodology over time, considering such
issues as the choice of texts read, and the interplay of individual tastes with general ideas about

canonicity.

SHEL
Peter J. Grund
University of Kansas

“answearinge her in noe vndecent manner”: Describing and Evaluating Speech
Events in Early Modern English Witness Depositions

When discussing forms and functions of speech representation, previous research has focused on two
things: the reporting expression (say, report, claim, etc.) and the different modes of representing speech
(direct speech, indirect speech, free indirect speech, etc.). However, language users who represent a
previous speech event or depict fictional speech often add other markers that describe the previous or
depicted speech event. Although such cues often contribute significant information about the nature of
the speech event and about how language users want the speech representation to be interpreted, they
have received very little attention in previous studies (cf. Clark & Gerrig 1990; Oostdijk 1990; de Haan
1996; Thompson 1996).

My investigation charts the use of various markers to describe the nature of represented speech in
witness depositions in Early Modern English, drawn from An Electronic Text Edition of Depositions, 1560
1760, or ETED (Kyto, Grund, & Walker 2011). I focus on the linguistic realization of speech descriptors
(e.g., adverbs, prepositional phrases, etc.) and their semantic properties, such as marking manner and

”ou

intention (e.g., “in verie dispitefull & raging & railing manner,” “smilingly”), or “hedging” (e.g. “or words
to the like effect”). I also explore the pragmatic, contextual importance of such descriptors, correlating the
usage with the type of court case, scribal usage, and type of speech representation mode. Drawing on
research into stance in Present-Day English (Hunston & Thompson 2000; Englebretson 2007), I argue that
many of the speech descriptors are evaluative and hence play an important role in the deponents’ or the
scribes’ positioning of the reported speech as relevant and significant evidence for the case at hand.

My study thus contributes to the recent, growing body of research of the forms and functions of
speech representation in the history of English (see e.g., Moore 2011). Emphasizing the evaluative nature
of speech descriptors, I demonstrate that aspects of speech representation were essential stance resources

in historical periods, as they have been shown to be in present-day contexts (e.g., Holt & Clift 2007).

Clark, Herbert H. & Richard J. Gerrig. 1990. Quotations as Demonstrations. Language 66(4), 764-805.

Englebretson, Robert (ed.). 2007. Stancetaking in Discourse: Subjectivity, Evaluation, and Interaction. Amsterdam: John Benjamins.

de Haan, Pieter. 1996. More on the Language of Dialogue in Fiction. ICAME Journal 20, 23-40.

Holt, Elizabeth & Rebecca Clift (eds.). 2007. Reporting Talk: Reported Speech in Interaction. Cambridge: Cambridge University Press.

Hunston, Susan & Geoffrey Thompson (eds.). 2000. Evaluation in Text: Authorial Stance and the Construction of Discourse. Oxford:
Oxford University Press.

Kyto, Merja, Peter J. Grund & Terry Walker. 2011. Testifying to Language and Life in Early Modern England. Including a CD ROM
containing An Electronic Text Edition of Depositions 1560-1760 (ETED). Amsterdam: John Benjamins.

Moore, Colette. 2011. Quoting Speech in Early English. Cambridge: CUP.

Oostdijk, Nelleke. 1990. The Language of Dialogue in Fiction. Literary and Linguistic Computing 5(3), 235-241.

Thompson, Geoff. 1996. Voices in the Text: Discourse Perspectives on Language Reports. Applied Linguistics 17(4), 501-530.

47



DSNA
Walter Hakala
University at Buffalo

The Right to Define: Religion and Authority
in late Nineteenth-Century Urdu Lexicography

The history of lexicography in South Asia reflects the many forms of multilingualism that prevail
throughout the region. Part of this legacy of multilingualism is the ethnic diversity of the lexicographers
who helped establish vernacular languages as linguistic vehicles capable of conveying much of the
literary and political authority of so-called cosmopolitan languages like Arabic, English, Persian, and
Sanskrit. With the nineteenth-century rise of linguistic nationalism, languages became increasingly tied to
nationalist political ends. Coincident with this hardening of the ethnic and linguistic boundaries was the
rise of lexicography as discipline distinct from other forms of literary production. Many of these
developments can be attributed to the influence of European lexicographers for whom the compilation of
dictionaries was intimately connected with other colonial projects like the census which served to
establish categories of identity that persist to this day. Moreover, apprenticeships with European
lexicographers became a form of institutional accreditation that served to differentiate amateur from
professional lexicographers. The papers included in the proposed DSNA panel on South Asian
lexicography will examine the reception of dictionaries produced by figures who, associated with the
“wrong” linguistic, religious, socioeconomic, or national identity, have been dismissed as unqualified or
otherwise lacking credibility as lexicographers.

The obscure career of Chiranji Lal, the Hindu author of an important nineteenth-century Urdu
dictionary Makhzan al-Muhawarat ('A Store-House of Idioms'), is the focus of this paper. Despite his
lengthy apprenticeship with S.W. Fallon, a prominent British educational official, folklorist, and
lexicographer, Chiranji’s useful dictionary has languished alongside the contemporaneous and more
illustrious Farhang-i Asafiyah, compiled by Sayyid Ahmad Dihlavi. Sayyid Ahmad, like Chiranji Lal, was
from Delhi and had apprenticed with Fallon. Sayyid Ahmad, however, differed from Chiranji Lal in that
he could claim descent from an elite Muslim family. An early review of Farhang-i Asafiyah prepared by the
prominent Urdu poet Altaf Husain Hali declared two conditions to be requisite for the compiler of a
“national” dictionary of the Urdu language: the author must be from Delhi, where the purest form of the
language is spoken, and he must be Muslim. In the midst of the increasingly communalized linguistic
environment of late-nineteenth-century northern India, Hindu lexicographers like Chiranji could no
longer fit neatly into the emerging Islamicized Urdu literary culture, a sociolinguistic situation that
Christopher King has described as the shift from Urdu = Muslim + Hindu and Hindi = Hindu + Muslim to
Hindi = Hindu and Urdu = Muslim.

Dihlawi, S. A. 1974. Farhang-i Asafiyah. 4 vols. New Delhi: National Academy [Taraqqi-yi Urdi Board edn].

Fallon, S. W. 1879. A New Hindustani-English Dictionary, with Illustrations from Hindustani Literature and Folk-Lore. Banaras: Printed at
the Medical Hall Press for Triibner and Co.

Hali, A. H. 2010. “Farhang-i Asaﬁyah.” In Abtlhasanat (ed.). Urdi Lughat: Yadgart Mazamin, 59-64. Karachi: Unikarians International.

King, C. R. 1994. One Language, Two Scripts: The Hindi Movement in the Nineteenth Century North India. Bombay: Oxford University
Press.

Lal, M. C. 1988. Makhzan al-Muhawarat. Lahore: Maqbii Ikaidami.
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DSNA
Michael Hancher

University of Minnesota

Advertisements in Dictionaries

A neglected aspect of book history and bibliography, neglected even in Gerard Genette’s Paratexts:
Thresholds of Interpretation (1987; transl. 1997), is advertising in books. This presentation will consider the
evolution of advertising in a particular kind of book—British and American dictionaries—from a very
modest beginning in the fifth edition of Thomas Blount’s Glossographia (1681) to the contemporary
efflorescence of advertising in Merriam-Webster Online (http://www.merriam-webster.com/). This

evolution will be foregrounded against a background of changing practices of advertising in books
generally, including a period in the eighteenth and nineteenth centuries when, in Great Britain, such
advertising was nominally subject to taxation. Some attention will be paid also to shifting dictionary
definitions of advertisement and related terms, and to the changing pragmatics of advertisement and
advertising in dictionaries: advertisement as representation; advertising as commercial branding;
advertisements as offers to sell a publisher’s other books (through booksellers); and advertisements as
subscribed and purchased by third parties to sell unrelated goods. Special attention will be paid to the
intrabook and, now, online advertising practices of G. and C. Merriam Co., long the leading American
publisher of dictionaries.

SHEL
Kristin Hanson
Berkeley
Literary Representation of Linguistic Change: Formal Variation in the
Alliteration of Seamus Heaney's Beowulf: A New Verse Translation

Seamus Heaney (2000, pp. xxviii-xxix) describes his verse form in Beowulf: A New Verse Translation as

follows: "In one area, my own labours have been less than thorough-going. I have not followed the strict
metrical rules that bound the Anglo-Saxon scop. I have been guided by the fundamental pattern of four
stresses to the line, but I allow myself several transgressions. For example, I don't always employ
alliteration, and sometimes I alliterate only in one half of the line ... In general, the alliteration varies from
the shadowy to the substantial, from the properly to the improperly distributed."

Heaney's judgmental account of his labours is somewhat mischievous. He does not replicate the
verse form of his original but instead invents a linguistically well-defined verse form of his own. In this
paper I develop a generative account of this alliterative form. First, I show that although the syllables
that carry the alliteration are not defined by a metrical form, nor even always stressed, they are always
linguistically prominent in some well-defined way, such as being word-initial, that likewise conditions
linguistic alternations and changes as in, for example, the English hypocoristic formations Patty, Tricia
from Patricia (McCarthy
& Prince 1988):

1) a. the chief they revered who had long ruled them (31)
b. he is truly noble. This is no mere (250)
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I then use this generalization to show that the segments that carry the alliteration are sometimes only
similar rather than identical:

2) a. Shield was still thriving when his time came (26)
b. they shouldered him out to the sea's flood, (30)
c. Might resist and beat off sudden attacks (174)

d. Nobody tried to keep him from going

These similarities are not in any systematic way reducible to spelling, to Ulster English neutralizations or
characteristics (Kallen 1992), or to perceptual confusability in the onset positions relevant to alliteration
(Minkova 2003). Collectively, however, they are similar in ways that define trajectories along which
linguistic alternations or changes take place (Steriade 2009) as in, for example, not only the variant
pronunciations of schedule with [s] or [S] but also the developments explaining the correspondences of
Grimm's Law like [k] and [g] in acre, agriculture.

In this way, I suggest, Heaney's alliteration conveys a sense of the linguistic history of the
language of his translation, in a subtle version of the effect of the lexical choices like the Anglo-Saxon thole
retained in Ulster English which he discusses in his introduction. At the same time, it remains a well-
defined form capable of ranging, just as he says "from the shadowy to the substantial,” allowing him to
create expressive effects which make his poem compelling as it moves back and forth between
straightforward narrative and intense lyricism.

Heaney, Seamus. 2000. Beowulf: a new verse translation, bilingual edition. New York: Farrar, Straus and Giroux.

Minkova, Donka. 2003. Alliteration and sound change in early English. (Cambridge Studies in Linguistics 101). = Cambridge:
Cambridge University Press.

Kallen, Jeffrey L. English in Ireland. English in Britain and overseas: origins and development. In Robert Burchfield (ed.), The Cambridge
history of the English language, vol. 5, 148-196. Cambridge: Cambridge University Press.

Donca, Steriade. 2009. The phonology of perceptibility effects: the P-map and its consequences for constraint organization. In Kristin
Hanson & Sharon Inkelas (eds.), The nature of the word: studies in honor of Paul Kiparsky. Cambridge, Mass.: MIT Press.

McCarthy, John & Alan Prince. 1998. Prosodic morphology. In Andrew Spencer & Arnold Zwicky (eds.), Handbook of morphology,
283-305. Oxford: Blackwell Publishers.

SHEL
Megan Hartman
University of Nebraska at Kearney

Metrical Alternation in The Fortunes of Men

In the study of Old English poetics, scholars tend to look at the meter of a given poem, or the overall
tradition, as a whole unit.! Rarely do they pick out a single line or verse and demonstrate the importance
of the metrical pattern in that unit.2 The lack of attention is hardly surprising and generally justifiable:

1 See for example A. ]J. Bliss, The Meter of Beowulf, revised edn. (Oxford: Blackwell, 1967); B. R Hutcheson,
Old English Poetic Metre (Cambridge: D. S. Brewer, 1995);Haruko Momma, The Composition of Old English
Poetry (Cambridge: Cambridge University Press, 1997); and Tomas A. Bredehoft, Early English Metre
(Toronto: University of Toronto Press, 2005).

2 Exceptions tend to be in places where the meter is particularly interesting in relation to the content, as
when the demonstrative pas must receive stress in even though it comes directly before the word it
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Old English poets mix the different verse types as a rule, actively avoiding too much repetition, so it is
difficult to say that a given type-D pattern in the midst of other types is particularly significant, even
though a type D could be considered a weightier verse than ones that do not contain secondary stress.

In some poems, however, the alternation in the metrical patterns can be more significant and
therefore possible to interpret. An example of one such poem is The Fortunes of Men. This poem is
interesting because it is a wisdom poem that relies heavily on traditional gnomic statements and diction,?
and yet also has relatively long explanations or even short narratives that go along with the statements.
The contrast creates distinctive metrical patterning because gnomic statements can be highly stylized, so
they stand out metrically from the more narrative moments. Furthermore, the poem has a small number
of hypermetric verses, four to be exact, which can also be clearly distinguished from the material around
it. By using multiple distinguishing metrical characteristics, the poet composed a work in which
individual metrical patterns are significant.

In this paper, I analyze how the poet uses metrical alternation to elucidate and emphasize the
major themes of the poem. The repeated gnomic diction creates the aphoristic backbone of the poem,
which stands out due to the meter, onto which the other material is attached. The hypermetric lines use
this same gnomic diction, but give this one moment in the poem a heightened significance because of the
increased length in the line. Thus the poet can expand on and explore any of the themes while still
keeping the gnomic purpose foremost in the audience’s awareness.

DSNA
Olivia Hernandez
University of Washington

Evaluating the Potential for a Standard Spanglish

Any discussion of Spanglish as an emergent linguistic form requires an investigation of its origins and
potential definitions. Spanglish deserves attention as various processes of legitimization occur around it.
In this essay, I examine an early attempt to standardize the language and evaluate the degree of success
for a dictionary project that focuses on a mixed language. I acknowledge that this mixing is a site of
agency for various generations of Latinos living in the United States—it allows individuals to retain their
first language while still engaging with the language of access in border spaces in the US. However,
Spanglish has many critics coming from both the English and Spanish speaking communities. Many
scholars, such as Ardila (2005), Fought (2006), and Otheguy & Stern (2011), do not have a consensus on its
status as a language, as opposed to a dialect or other linguistic variation. Though, despite its status, it
remains a linguistic form that remains loaded with creative and social potential. I focus on The Official
Spanglish Dictionary, written by Bill Cruz & Bill Teck (1998), to determine what form a standardizing effort
with Spanglish may take. The authors are writing from a uniquely Cuban-American perspective and are

modifies in “geond pas weorold” (The Wanderer 58b), suggesting that the poet is making an implicit
distinction between this world and the next.

s Gnomic diction can be characterized by specialized use of the verbs sceal and beon, often in the
subjunctive; see Marie Nelson, “’Is” and ‘Ought’ in the Exeter Book Maxims,” Southern Folklore Quarterly,
45 (1981): 109-121; Carolyne Larrington, A Store of Common Sense : Gnomic Theme and Style in Old Icelandic and Old English
Wisdom Poetry (Oxford: Clarendon Press, 1993); and Paul Cavill, Maxims in Old English poetry (Cambridge: D.
S. Brewer, 1999).
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very clear that this version of Spanglish is reflective of their cultural and regional perspective.
Nonetheless, this text is an attempt at standardization of a language that had to this point resisted even a
concrete definition. Cruz & Teck believe that their dictionary still leaves the door open for other Latino
communities to create their own works on colloquial Spanglishes. It was the first of several projects that
sought to codify aspects of this language across communities—including Ilan Stavans” own Spanglish
dictionary (2003). Such work has the potential not just for establishing communities, or solidifying them,
but also for redefining what these language communities are to those outside of the unique border spaces
that produce Spanglish varieties. I argue that Cruz & Teck’s work is a strong first attempt at descriptive
dictionary and is a fruitful place to start with a process of standardization that might influence wider
usage and establish a public perception of Spanglish as legitimate.

Ardila, Alfredo. 2005. Spanglish: An Anglicized Spanish Dialect. Hispanic Journal of Behavioral Sciences 27(1), 60-81.

Crugz, Bill & Bill Teck. 1998. The Official Spanglish Dictionary. New York: Fireside.

Fought, Carmen. 2006. Talkin” with mi Gente (Chicano English). In Walt Wolfram & Ben Ward (eds.), American Voices: How Dialects
Differ From Coast to Coast, 233-237. Malden, MA: Blackwell.

Otheguy, Ricardo & Nancy Stern. 2011. On So-Called Spanglish. International Journal Of Bilingualism 15(1), 85-100.

Stavans, Ilan. 2003. Spanglish: The Making of a New American Language. New York, NY: Harper Perennial.

SHEL
Tomoharu Hirota
University of British Columbia

Obligation/(logical) necessity expressions:
A diachronic study based on personal communication texts

The firm establishment of emergent modals in the obligation/(logical) necessity domain (e.g. Collins 2009:
33) presents an interesting case for examining the relation between core modals and emergent modals. So
far, historical studies have focused mainly on a small set of modal forms with obligation/(logical)
necessity meanings, notably, must, have to, (have) got to, and need to (e.g. Smith 2003; Mair 2006; Close &
Aarts 2010; Johansson 2013), and they generally show that emergent modals have to and need to are
superseding core modal must.

To complement previous historical studies on obligation/(logical) necessity modality, the present
study will take a wider view, including a number of lexical modals as well as core modals and emergent
modals (see Appendix), and make a preliminary attempt to track the historical development of the
obligation/(logical) necessity system in English. The aims of the present study are to address the following
questions: (1) Is there any frequency change to the obligation/(logical) necessity system under
investigation? (2) Is there any change in pattern of use within the system? (3) If there is, what direction
does it point in?

The data used for the present analysis are drawn from spoken and written personal
communication genres (i.e. drama and letters) from ARCHER (A Representative Corpus of Historical English
Registers). It will be shown based on the present data that the obligation/(logical) necessity system under
investigation has witnessed a slight increase in use over time; however, there has been an overall
movement towards the use of less imposing expressions, typified by an ascendency of objective obligation
have to, an increasing use of main verb need, and a general decline of deontic must. Overall, the present
results seem compatible with socio-psychological motivations commonly invoked to account for
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restructuring within obligation/(logical) necessity modality, such as “democratization” (Leech et al. 2009:
114-6) or “a decline in forms expressing strong commitment” (Close & Aarts 2010: 78).

Appendix. Forms included for the present study

Category Forms

Core modals must, need (aux), ought (to), should

Emergent modals be supposed to, (had) better, (have) got to (gotta), have to, need to

be bound to, be certain, be compelled to, be essential, be forced to, be obliged to, be
requisite, be sure, be (un)necessary, be vital, certainly, compulsion, compulsory,
Lexical modals definitely, doubtless, inevitably, necessarily, necessity, necessitate, need (n), need
(v), needs (adv), no doubt (adv), obligation, obligatory, require, requirement,
surely, undoubtedly

ARCHER-3.2 = A Representative Corpus of Historical English Registers version 3.2.

1990-1993/2002/2007/2010/2013/2016. Originally compiled under the supervision of Douglas Biber and Edward Finegan at Northern
Arizona University and University of Southern California; modified and expanded by subsequent members of a
consortium of universities. Current member universities are Bamberg, Freiburg, Heidelberg, Helsinki, Lancaster, Leicester,
Manchester, Michigan, Northern Arizona, Santiago de Compostela, Southern California, Trier, Uppsala, Zurich. Examples
of usage taken from ARCHER were obtained under the terms of the ARCHER User Agreement.

Close, Joanne & Bas Aarts. 2010. Current change in the modal system of English. In Ursula Lenker, Judith Huber & Robert
Mailhammer (eds.), English Historical Linguistics 2008: Selected Papers from the Fifteenth International Conference on
English Historical Linguistics (ICEHL 15), Munich, 24-30 August 2008. Volume I: The History of English Verbal and
Nominal Constructions, 165-181. Amsterdam and Philadelphia: John Benjamins.

Collins, Peter. 2009. Modals and Quasi-modals in English. Amsterdam: Rodopi.

Johansson, Stig. 2013. Modals and semi-modals of obligation in American English: Some aspects of developments from 1990 until the
present day. In Bas Aarts, Joanne Close, Geoffrey Leech & Sean Wallis (eds.), The Verb Phrase in English: Investigating
Recent Language Change with Corpora, 372-380. Cambridge: Cambridge University Press.

Leech, Geoffrey, Marianne Hundt, Christian Mair & Nicholas Smith. 2009. Change in Contemporary English: A Grammatical Study.
Cambridge: Cambridge University Press.

Mair, Christian. 2006. Twentieth-century English: History, Variation, and Standardization. Cambridge: Cambridge University Press.

Smith, Nicholas. 2003. Changes in the modals and semi-modals of strong obligation and epistemic necessity in recent British English.
In Roberta Facchinetti, Manfred Krug & Frank Palmer (eds.), Modality in Contemporary English, 241-266. Berlin: Mouton
de Gruyter.

SHEL
Ryuichi Hotta
Chuo University

The Emergence and Diffusion of the Diatonic Stress Pattern in Modern
English: A Synchronic and Diachronic Approach

This paper makes an inquiry into the question as to how and why the diatonic stress pattern, as
represented by PDE récord (n.)/record (v.), came into being in the late sixteenth century and then diffused
slowly but surely across the lexicon of noun-verb alternating disyllables. Historical studies made so far
on the topic have regarded the development of the diatonic contour as a typical example of lexical
diffusion (a term coined by Wang), and the present author’s empirical findings agree with them on the
view. Previous investigations, however, have largely focused on the question which words turned
diatonic at a time or another in Modern English, but almost failed to address the question how and why
they turned diatonic when they did, or the actuation problem, to borrow Weinreich et al.’s phrase. In my
previous attempts to solve the problem I proposed a number of linguistic and historical motives behind
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the diatonic stress shift, and I find two of them possibly promising enough to deserve closer examination.
One, synchronically and linguistically oriented, is an extrametricality account from metrical phonology,
while the other, diachronically and historically oriented, is a likely impact of the great influx of Latinate
loanwords on the morphological and metrical structure of English words.

According to an extrametricality account, the diatonic contour of térment (n.) and tormént (v.), for
example, could be explained as triggered in conformity of an extrametrical rule that specifies that the final
syllable of the noun be excluded from metrical counting whereas the counterpart of the verb be counted in.
Despite its theoretical potential, however, it remains unclear how effective such a metrical account holds
for the schedule of diatones newly developing in time. In other words, the question is to be asked how
the synchronic and theoretical account can be reconciled with diachronically changing facts. Harnessed
by the historical database of diatones that I have culled from Modern English dictionaries and other
references over the past years, I will approach the problem by examining whether there is any correlation
between the metrical structure of words that turned diatonic and the time when they did. Evaluating the
possible effect of Latinate loanwords on the diatonic stress shift will be another concern in the present
study. I will attempt to sort out an enormous number of Latinate loanwords that flowed in the English
lexicon around the sixteenth century in order to gain an insight into the diachronic process of their

feeding into new diatones.

Phillips, Betty S. 1984. Word Frequency and the Actuation of Sound Change. Language 60, 320—42.

Phillips, Betty S. 2006. Word Frequency and Lexical Diffusion. Palgrave Macmillan, Basingstoke.

Sherman, D. 1975. Noun-Verb Stress Alternation: An Example of the Lexical Diffusion of Sound Change in English. Linguistics 159,
43-71.

Wang, William S-Y. 1977 [1969]. Competing Changes as a Cause of Residue, Language 45, 9-25. (Rpt. in Readings in Historical
Phonology: Chapters in the Theory of Sound Change. In Philip Baldi & Ronald N. Werth (eds.), Pennsylvania: Pennsylvania
State University Press, 236-57.)

Weinreich, Uriel, William Labov & Marvin 1. Herzog. 1968. Empirical Foundations for a Theory of Language Change. In W. P.
Lehmann & Yakov Malkiel (eds.), Directions for Historical Linguistics, 95-188. U of Texas Press.

SHEL
Brianne Hughes
University of York

Does a Slingshot Sling Shots?
Difficulties in Identifying English Cutthroat Compounds

Cutthroats are agentive and instrumental exocentric verb-noun [V+N] compounds that name people and
objects by describing their function (i.e., a cutthroat is a person who cuts throats). They are composed of a
transitive verb and its direct object. Cutthroats are freely productive in Romance languages, which have a
V.O. (verb-object) structure and are left-headed. English, which is V.O. and right-headed, has slight native
productivity (Clark et al, 1986) that has been amplified and augmented by French borrowings (e.g., coupe-
gorge and wardecorps). English has been slowly producing new cutthroats since the 1200s up through 2015,
mainly in the form of nonce personal insults. Most cutthroats are obsolete slang, but about 40, including
pickpocket, pinchpenny, rotgut, and spitfire, are commonly known in Modern English.

Gast (2008) compiled a database of “over 400” cutthroat compounds. Using his references,
Hughes (2012) created a separate database with 483 cutthroats. In subsequent research, that list expanded
to 815 compounds, 50 of which (slingshot, bundletail, rattle-head, etc.) currently lack the evidence to be
definitively classified as cutthroats.
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Classifying the structure of a compound in any language is more complicated than it appears,
especially when the evidence is only available in dictionaries, where there is little context. The two
constituents in a compound can have any possible relationship, but lack the syntactic markers (which are
available in larger phrases and sentences) to show it. There is no formula that determines how compound
components relate to each other. Languages rely on features such as headedness, gender, case, and word
class markers to guide their readers to the intended meaning.

The English language does not feature gender, case, or a regular use of word class markers. This
has resulted in high productivity of synthetic compounding patterns such as [N+V+er] and [V+ing+N],
which use suffixes to compensate for the ambiguity unleashed by homonyms and zero derivation.
Headedness, then, is the only reliable attribute in the pursuit of understanding English compounds.
However, cutthroats are exocentric, and therefore headless.

How, then, is it possible to find 815 compounds from a rare pattern, and positively identify them

without the benefit of syntactic markers? The answer lies in taking advantage of the restricted tendencies
of English cutthroats, namely the semantic clumping of certain verbs, nouns, and topics.
Some topics such as criminals, misers, drunks, and children’s games appear again and again, while many
others have never been observed. Verbs also clump (break, turn, make, lack, kill), with the top 11 verbs
accounting for 150 compounds alone. Nouns recur as well, the most common being water, penny, devil, and
nothing.

Locating cutthroats is a difficult task on its own, since the topics covered within the pattern are
not found in standard dictionaries or in well-documented fields such as law, religion, or medicine.
Instead, cutthroats are memorable vulgar insults, occupational surnames, and regional terms for plants
and animals. Therefore, any document in English with ties to the vernacular may be a source of forgotten
cutthroats, and can be explored using the following method:

With the OED Online as the starting point, the 260 known verbs in the pattern are searched in

reference materials such as dictionaries of criminal cant and surname databases. Synonyms of those verbs
are also searched, often resulting in new finds. In digital databases, where searches are not limited by
alphabetical listing, new cutthroats may also be found using common nouns and topics. Progress is made
by alternately pursuing leads from each of these three clusters. In one example, kill-priest (port wine) led
to strangle-priest, strangle-goose, saddle-goose, and saddle-nag. The high productivity of [kill+N] and
compounds related to the clergy led to a search of other [strangle+N] compounds, then [V+goose]
compounds, and finally [saddle+N] compounds. Research continues in this manner, constantly expanding
and strengthening the web of cutthroat verbs, nouns, and topics.
With each new connection, more cutthroat candidates are rediscovered, and the membership of
previously indeterminate cutthroats can be decided. The current list of questionable compounds will
likely increase with further searches, then contract as new data integrates them into the pattern. Further
work can be done by seeking new cutthroats, analyzing the expanded database, and exploring Romance
cutthroats, all in an effort to advance the understanding of this shadowy footnote of English morphology.

Bauer, L. (2008). English Exocentric Compounds. (English version of Les composés exocentriques de l'anglais). In Dany Amiot (ed.),
La composition dans une perspective typologique, Arras: Artois Presses Université, 2008, 35-47.

Clark, E.V., Hecht, B.F, and Mulford, R.C. (1986). Coining complex compounds in English: affixes and word order in acquisition.
Linguistics, 24. Mouton de Gruyter.

Gast, V. (2008). Verb-noun compounds in English and German. Available at: http://userpage.fu-berlin.de/~gast/home/papdf/v-
ncomp.pdf (Accessed 13 Mar 2014).

Hughes, B. (2012). From Turncoats to Backstabbers: How Headedness and Word Order Determine the Productivity of Agentive and
Instrumental Compounding in English. Unpublished master’s thesis. University of York, York.

Moyna, M. (2011). Compound Words in Spanish: Theory and History. John Benjamins Publishing Company. Amsterdam.

Tuggy, D. (2003). Abrelatas And Scarecrow Nouns: Exocentric Verb-Noun Compounds As Illustrations of Basic Principles of
Cognitive Grammar. International Journal of English Studies. 3(2). 25-61.
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Elizabeth Hutton and Anne Curzan
University of Michigan

The grammatical status of however

Popular grammar books have long admonished their readers for using conjunctive adverbs as
coordinating conjunctions, and nowhere more than in the case of however. But the very force of this
prescription suggests that the rule is far from intuitive for many users of Standard English: examples of
however taking on a syntactically coordinating function (equivalent to but) are not difficult to find, nor are
they limited to unedited sources. The Harvard Review, for instance, recently announced on its submissions
webpage that "Writers at all stages of their careers are invited to apply, however, we can only publish a
very small fraction of the material we receive." Is prescriptivism clouding our view of a linguistic change
in the grammatical status of however?

Drawing on data from the Corpus of Contemporary American English and the Corpus of
Historical American English, this paper critically examines however’s traditional status as a conjunctive
adverb. We argue that the apparent “confusion” about whether it can serve as a clausal coordinator may
be closely related to its increasing preference, over the past century-and-a-half, for clause-initial
placement.

A comparative analysis of however with other conjunctive adverbs—on the level of both large
scale sentence-placement patterns, and the rules by which these word classes continue to be explained by
grammarians—shows that however is not alone in its potential for a mixed function. Descriptive grammars
of the last twenty years have granted conjunctive adverbs other than however the ability to act
grammatically as coordinating conjunctions or coordinators. Huddleston and Pullum (2002), for example,
categorize so and yef as connective adverbs that also “may be regarded as marginal members of the
coordinator category” (1319), a categorization dependent largely on the terms’ sentence placement. There
is substantial evidence, then, that the “ungrammatical” uses of however are not the syntactic outliers that
they are so often presented as being—as they are, even by Huddleston and Pullum. This paper presents
the hypothesis that however is following a historical trajectory similar to the “marginal coordinators” so
and yet, whose mixed function is now accepted as standard; and it explores the extent to which shifting
patterns in sentence placement preferences—as a result, perhaps, of colloquialization— may be a
determining factor in the changing grammatical function of such terms.

Huddleston, Rodney & Geoffrey K. Pullum. 2002. The Cambridge Grammar of the English Language. Cambridge: Cambridge University
Press.

SHEL
Ai Inoue
National Defense Academy of Japan

A diachronic and synchronic research on the changing of uniformed
expressions from those who to those that

This study investigates the following points from diachronic and synchronic perspectives: (i) why does
the usage of those that imply to people and how is the usage established? and (ii) historically, when was
the usage initiated?
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According to the descriptions of dictionaries published in Europe and Northern America and
previous research on the usage of those who and those that, those who is defined as being used to address
people and those that is used to address things. For example, Jespersen (1954: 99) describes that “many
writers would now use those who in speaking of persons, and those that in speaking of things (where those
which is also possible, though not natural).” Descriptions of the phrase those who in dictionaries and
previous research reveal that those who is used in the following syntactic patterns: (a) those who works as a
subject (e.g., Those who could not walk were left to die by the roadside. (MED?)), (b) the pattern, there are +
those who (e.g., There are those who disapprove of all forms of gambling. (LDCE?)), and (c) those who acts as
the object of a preposition (e.g., The council will show no leniency towards those who break its law.
(Huddleston and Pullum 2002: 1510)).

(i) Data obtained from contemporary English corpora report that the usage of those that implies
people and that this usage has the same syntactic patterns as those of those who. In addition, those that has
other syntactic patterns; for example, one of those that and the object of a verb (e.g., Remember those that
have died of AIDS. (COCA)). Furthermore, those that also simultaneously denotes people and things (e.g.,
Most agree that indigenous communities and peoples are those that demonstrate historical continuity (and
have occupied land) before colonization or invasion, .... (COCA)). The conclusion of this study elucidates
why those that is used to refer to people is due to the working of that as a relative pronoun. If an
antecedent includes either people and things on one hand or people and animals on the other hand, then
that is chosen as a relative pronoun. The grammatical rule applies to those that; hence, those that is used to
imply people. Consequently, those that is a uniformed expression to denote both people and things.

(ii) Data obtained from historical corpora (COHA and Modern English Collection) show that the
usage of those that implying people appeared before the establishment of the prescriptive grammar
(around the 1760s). Certainly, the usage of those that implying people has been observed since the 1760s,
but the frequency of usage is relatively high before the 1760s than that observed after the 1760s. In other
words, the usage of those who implies people and those that implies things has been established because of
the prescriptive grammar.

This study historically demonstrates that those that functions in its original manner (i.e., implying
people), because functioning of the prescriptive grammar is weakening and those that implying people is
not a new but an old expression.

COCA: The Corpus of Contemporary American English.

COHA: The Corpus of Historical American English.

Huddleston, R. & G. K. Pullum. 2002. The Cambridge Grammar of the English Language. Cambridge: Cambridge University Press.
Jespersen, O. 1954. A Modern English Grammar on Historical Principles PART III — Syntax. Vol 2. London: Routledge.

LDCES: Longman Dictionary of Contemporary English. 6th edn. 2014. London: Longman.

MED?: Macmillan English Dictionary. 2nd edn. 2007. Oxford: Macmillan Education.

Modern English Collection.

DSNA
Ilan Kernerman

K Dictionaries

An overview of multilingual projects at K Dictionaries

K Dictionaries (KD) first became involved in multilingual lexicography in 2000, with an English dictionary
featuring 21 language versions of Password semi-bilingual English learner’s dictionary (GlobalDix, 2001,
Kielikone). The GlobalDix spine consisted of an English monolingual learner’s dictionary, featuring in
addition translation equivalents for each sense of the entry. By joining several language translations

57



around the English lexical item users had access to different languages simultaneously, and with the aid
of smart digital applications it became possible also to look up any language pair via the English
intermediary — with the inherent drawback that looked-up items could comprise only translations, not
“real” headwords. KD has continued to update this resource over the years, offering it in cooperation with
partners worldwide for various media and language combinations. A new version including 2,000 new
English entries and their translations in all current 43 languages is being launched.

The up-to-date English multilingual dataset now serves as a base to extract a reverse bilingual
index for any of the languages to English, and edit it, i.e. turn the word and phrase translations into L1
headwords and revise their links to the appropriate senses of the English entries. Then, the new headword
connects by its specific English match to all other languages, producing a semi-automatically generated
multilingual glossary for any language to the others (40+/40+). Since the translation from one language to
the others is made indirectly, via the original English link, there are bound to be imprecisions. This
approach may resemble how Google Translate (GT) brings numerous languages together via their English
core, yet GT seems to apply mainly statistics and NLP features to full texts, whereas the KD process relies
on precise word sense disambiguation to help obtain higher accuracy.

Another ongoing project regards KD’s global series, juxtaposing several bilingual versions of a
full L1 core to create a multilingual dictionary, like the English one above (but including translation also
of the examples of usage). Next, it is possible to inter-link the multilingual sets of this series to each other
and develop multi-layer / multi-language networks, by associating the translation of a given language to
its corresponding L1 entry and thereby to all other translations of that entry, and so on and so forth. For
example, (i) the Japanese translation of the Spanish dictionary is connected to its corresponding Japanese
L1 entry and (ii) from there to translations of the Japanese entry in more languages, e.g. German, then (iii)
to the relevant German L1 entry and (iv) its translations in other languages, etc.

SHEL
Artur Kijak
University of Silesia

Expansion of sonorants in English and German

The point of departure for the analysis of sonorants expansionist behavior is their active participation in
three apparently unrelated phenomena: syllabic consonants, vowel syncope and bogus clusters, e.g. Eng.
faculty [fekL;@ti], factory [feektri], butler [batle] and Ger. Laden [la:dn;@] ‘shop’, Segnung [ze:gnupy]
‘blessing’, Gnade [gna:da] ‘grace’, respectively. It is pointed out that all these structures have the same
trigger — sonorants in weak positions. These findings allowed us to look at another process involving
sonorants, that is, liquid vocalization, from a different perspective. Thus, the chief aim of this paper is
twofold: to explain the process of liquid vocalization in the history of English (German) and some
accompanying vocalic developments and to explore the internal structure of liquids taking part in the
process. In order to achieve the aim we look at some historical processes in which liquids are the leading
actors. Thus we discuss the historical liquid vocalizations together with vowel developments in the pre-
liquid position such as raising, lowering, lengthening or diphthongization. Finally, we address the
questions concerning the distribution, representation and interaction of liquids with the preceding vowels
and explain the intimate relationship between the context and the process of liquid vocalization. The
central claim of the paper is that both the internal structure of liquids proposed here and the weak
position they happen to occur in are responsible for various historical developments including linking
and intrusive liquids. The analysis is couched in Element Theory (Backley 2011) and the CVCV model
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(Lowenstamm (1996), Scheer (2004) Cyran (2010)) and is based on the data from two languages: English

and German.

Backley, Ph. 2011. An introduction to Element Theory. Edinburgh: Edinburgh University Press.

Cyran, E. 2010. Complexity Scales and Licensing in Phonology. Berlin: Mouton de Gruyter.

Harris, J. 1994. English Sound Structure. Oxford: Blackwell.

Lowenstamm, J. 1996. CV as the only syllable type. In J. Durand & B. Laks (eds.) Current trends in phonology. Models and methods, 419-
441. Salford, Manchester: European Studies Research Institute, University of Salford.

Scheer, T. 2004. A lateral theory of phonology. Vol. 1: What is CVCV, and why should it be? Berlin: Mouton de Gruyter.

DSNA
Elizabeth Knowles
Oxford Dictionary of Quotations

Guarding even our enemies and the triumph of evil: actual and supposed 18-
century voices in 20%*-century politics

This paper will reflect on how quotations function within the language, and consider some of the
challenges presented to a dictionary of quotations in how best to represent the relevant linguistic
evidence. These questions will be pursued through two case studies, with particular reference to the
appeal of a “famous name” called in support of an argument or political position.

Two apparent voices from the 18th century which may be encountered today both in print and
online, are the assertion (in slightly varying forms) that “The only thing necessary for the triumph of evil
is for good men to do nothing,” attributed to the writer and politician Edmund Burke (1729-97), and the
adjuration that “We must guard even our enemies against injustice,” supposedly the words of his
contemporary and rival, the author and revolutionary Thomas Paine (1737-1809).

In each instance, it is possible to point to a passage in the writings of the given author which
might be the starting point for what is now with us as a “famous saying.” Where Burke is concerned (and
the attribution has been sought with particular vigilance) no contemporary record of the form of words
with which we are now familiar has been traced; there is also a surprising chronological gap before the
current version emerges and establishes itself.

The case of Paine is different, in that we can both point to a very similar expression of thought in
his own writings, and identify what looks to be the significant alteration. In 1948, the British writer
Graham Greene wrote to his friend V. S. Pritchett that “You remember Tom Paine’s apothegm, ‘“We must

1

take care to guard even our enemies against injustice.”” He was to return to this saying a few years later
against a background of the Cold War and the rise of McCarthyism, and in fact it seems to have become a
favourite reference of his own.

This paper, tracking the usage history of both items, will note what a dictionary of quotations
should make explicit, and highlight any specific questions relating to either item which still remain to be

answered.
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William A. Kretzschmar, Jr.* and Ilkka Juuso®
*Universities of Georgia, Glasgow, and Oulu, *University of Oulu

Time in Language Change: Suggestions from Simulation

In this paper we offer the results from our completed research program on computer simulation of
language diffusion, highly suggestive findings about how the process of linguistic change may operate.
Computer simulation is the only practical way to model linguistic diffusion. We have successfully
simulated diffusion with a cellular automaton, which uses update rules with respect to the status of its
neighboring locations to determine the status (whether a linguistic feature is used or not) at a given
location. Throughout hundreds of generations we can watch regional distributional patterns emerge. In so
doing we model human interactions, as speakers talk or write to each other and change their behavior
based on that of their neighbors. We validate our results by comparison to actual linguistic data from
survey research: we always observe clustered patterns in the survey, and we know that our simulation is
successful if similar clusters emerge from the cellular automaton. We can also replicate another aspect of
the complex system of speech as we observe it in survey data, nonlinear quantitative distributional
patterns. After substantial experience with the simulation, we have observed that time has a special role in
the process of change in the complex system of speech, in three different ways:

1. The relative ages of locations (how many consecutive generations a location has been live) always occur in
a nonlinear distribution, with the most one generation old, then many two generations, then small
numbers of older locations. This suggests that the persistence of features, not just use of features, is
important in language diffusion. Persistence is what accounts for the creation of long-term stable clusters
of locations.

2. Inclusion of a random factor overturning decisions from the rules of up to .06% (6 decisions in 10,000)
slows down the process of cluster formation, but more than .06% randomness throws the simulation into a
chaotic (everchanging) condition where no stable clusters form. This suggests that proximity, not random
decisions by speakers (who can decide to use features for any number of reasons), controls language
diffusion. However, inclusion of a small random factor, given enough time, preserves nearly all of the long
tail of infrequent responses in the nonlinear distribution that we always see in survey data, and so it is
necessary to include random decisions by speakers to model real data successfully.

3. When variants fill the grid, they rapidly increase in number of locations up to about 4000 locations (c.
50%), then hit a plateau where the number of locations only rises very slowly. Persistence in the plateau
stage produces stable clusters. The simulation thus has a life cycle for all surviving variants: constant
motion across the grid, smaller temporary clusters for up to 250 iterations as a variant builds density
across the grid, and (in addition to smaller temporary clusters) larger stable clusters after a variant reaches
50% density, a process that make take 1000 iterations. This suggests that features in actual speech may also
show a life cycle, i.e. common use across wide areas, temporary small areas in which particular features
become very common for a time, and stable, potentially large areas in which features are persistent for

long periods. This finding urges caution of making generalizations about historical patterns.

Our use of a simple cellular automaton in a successful simulation suggests how we might better
understand the survey and other data we have already collected. Unexpected findings about persistence,
the impact of random choices, and the lifecycle of change suggest how we might understand the process
of change in the history of English (or any other language) better than we can with other models.
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Robert Lew

Adam Mickiewicz University

Dictionary users’ strategies in looking up multi-word expressions

Dictionaries tend to be organized around small chunks of language. For alphabet-based languages, this
usually means orthographic words, which thus get elevated to lemmatic status. This organizing principle
tallies rather well with the slot-and-filler view of language, but raises problems for larger chunks,
variously known as multi-word expressions, multi-word units, or multi-word items, which have to be
‘attached’ to the lemma of one of the component words.

This property of dictionaries may make it hard to find multi-word expressions. When dictionary
users try to locate a multi-word expression in a dictionary in a comprehension situation (typically
reading), they first need to decide which element of the phrase to look up. Some dictionaries have specific
consistent policies regarding the placement of multi-word items, a frequent one being under the first
content word of the expression, as e.g. in the Macmillan English Dictionary (Rundell 2007: ix). Dictionary
users, however, follow their own strategies, which may or may not coincide with the lexicographers’
policy.

User look-up strategies with regard to multi-word expressions have been investigated in a
number of studies: Béjoint (1981), Tono (1987), Bogaards (1990, 1991, 1992), Atkins and Knowles (1990),
Atkins and Varantola (1998), and, most recently, in Lew (2012). This last study based its findings on the
most extensive sample multi-word expressions so far (36), and identified lexical frequency as the main
factor predicting users’ preferences (with the less frequent words being preferred), followed by part-of-
speech (with a preference for nouns, then adjectives, verbs, adverbs and prepositions). By contrast, the
position of the word within the expression did not seem to play a role in the users’ choices, which raises
questions about the usefulness of the common policy of lemmatizing multi-word expressions under the
first content word.

One limitation of virtually all the above-cited studies of users’ look-up strategies has been that the
multi-word expressions were presented explicitly as such to study participants. Simplifying somewhat,
participants were in effect told “here is a multi-word expression; under which component word would
you look it up?”. But in a real-life situation, multi-word expressions are not normally marked in the text as
such. In effect, readers may face a comprehension problem without realizing that what they are dealing
with is a multi-word expression. Therefore, a study has been designed in which target multi-word
expressions to be looked up were immersed in sentential contexts, but without explicitly identifying them.
It is hoped that such a design has greater validity than one based on a priori multi-word expressions
presented out of context. Data on look-up preferences have been collected from a large sample of 156
Polish learners of English, half of them being university students majoring in English, the other half
attending high school. I would like to present the results of the new study at the DSNA 2015 conference.
Also, practical lexicographic and didactic implications for paper and digital dictionaries will be offered.

Atkins, B. T. S. & F. E. Knowles. 1990. Interim Report on the EURALEX/AILA Research Project into Dictionary Use. In Magay, T. & J.
Zigany (eds.), Budalex '88 Proceedings, 381-392. Budapest: Akadémiai Kiadé.

Atkins, B. T. S. & K. Varantola. 1998. Language Learners Using Dictionaries: The Final Report on the EURALEX/AILA Research
Project on Dictionary Use. In Atkins, B. T. S. (ed.), Using Dictionaries. Studies of Dictionary Use by Language Learners and
Translators, 21-81. (Lexicographica Series Maior 88). Tiibingen: Niemeyer.

Béjoint, H. 1981. The Foreign Student's Use of Monolingual English Dictionaries: A Study of Language Needs and Reference Skills.
Applied Linguistics 2(3), 207-222.

Bogaards, P. 1990. Ot Cherche-T-on Dans Le Dictionnaire? International Journal of Lexicography 3(2), 79-102.

Bogaards, P. 1991. Word Frequency in the Search Strategies of French Dictionary Users. Lexicographica 7, 202-212.
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Bogaards, P. 1992. French Dictionary Users and Word Frequency’ In Tommola, K. H., K. Varantola, T. Salami-
Tononen & J. Schopp (eds.), EURALEX '92 Proceedings, 51-59. Tampere: Department of Translation Studies,
University of Tampere.

Lew, R. 2012. The Role of Syntactic Class, Frequency, and Word Order in Looking up English Multi-Word
Expressions. Lexikos 22, 243-260.

Rundell, M. (ed.). 2007. Macmillan English Dictionary. 2nd edn. London: Macmillan. (MED2)

Tono, Y. 1987. Which Word Do You Look up First? A Study of Dictionary Reference Skills. M.Ed. Thesis, Tokyo Gakugei
University.

DSNA
Anatoly Liberman
University of Minnesota

The Goals and Scope of Etymological Dictionaries

There is a curious discrepancy between the state of the market and the state of philological education in
Europe and America. As an academic subject, historical linguistics is almost dead on our campuses. An
English major can graduate without being exposed to a single line of “old literature.” The same is true of
German, French, and Spanish majors. Terms like ablaut, umlaut, and so forth almost never make it to our
syllabi. Grammaticalization is a busy industry, but students, unless they specialize in linguistics, have no
idea of what that process involves. At the same time, etymological dictionaries keep appearing in a steady
stream. The most noticeable contribution to our etymological library is the Leiden series, but there is a
relatively recent Norwegian etymological dictionary, and Seebold keeps revising “Kluge.” More special
etymological dictionaries, for example, of adjectives—Indo-European (the entire corpus) and Frisian (a
tiny fragment of Indo-European)—have been published within recent memory. This activity raises the
question about the genre and goals of etymological dictionaries. (I am leaving out of consideration the
fringe: dictionaries purposing to show that all words of English go back to Arabic or Hebrew or that the
words of all languages are traceable to Russian. Such dictionaries are not too rare, but they are material
for psychiatrists and should not bother us).

Two tendencies can be observed in this matter. Seebold’s revisions illustrate one of them: the book
is commercial, so that it should be not too thick and “popular.” The Leiden series represents the opposite
trend: its dictionaries have been written for specialists, and Brill, notorious for its exorbitant prices, will
sell enough copies to libraries to break even. On another plane, Seebold is interested in the history of the
forms current in the modern language, while the authors of the Leiden series look upon their volumes as
studies for a prospective Indo-European dictionary, which is expected to supplant Pokorny. Their goal is
to reconstruct the most ancient form of every word. Unexpectedly, both types have some important
features in common.

In my presentation, I will look at the genre of an etymological dictionary as a whole, with its
unavoidable tension between “etymology” and “the history of words” (histoire des mots) and draw some
pessimistic conclusions about both types. I will also discuss the embarrassing question: “Who needs
etymological dictionaries?” This question is not futile and, among other things, it has some interest in the
context of the revision being undertaken by the etymological team of the OED.
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Anatoly Liberman
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Occam’s Razor and Etymology

Etymological riddles are often hard, but correct solutions are almost always simple. The more complicated
the solution, the lower the chance that it is right. A case in point is the history of attempts to find the
origin of the word wife/Weib. Some suggestions concerning it are so intricate that one can dismiss them as
unrealistic sight unseen. But, as a general rule, the etymologist faces several equally or almost equally
plausible hypotheses and has no way of deciding which one is the best (this is the opposite of having to
defend the least appealing of several unattractive conjectures). Rather than presenting all the choices as
possible and concluding that the word’s origin is unknown, the researcher should in some cases use
Occam’s razor and eliminate unnecessary complications. To illustrate this procedure, the history of Engl.
qualm can be used.

The main facts are as follows. Engl. qualm, first recorded in the sixteenth century, meant ‘feeling of
faintness or sickness’. German Qualm, an obvious cognate, means ‘(a thick) smoke, vapor’. Alongside
Qualm, there is German Qual ‘torment, pain, agony’, historically the same word without the suffix -m. The
German Standard borrowed Qualm, which, like its English congener, surfaced in texts only in the
sixteenth century, from Low German. Most probably, Engl. qualm came from the same source. The origin
of qualm ~ Qualm does not seem to present any difficulty; with regard to both phonetics and semantics,
Old Engl. cwellan “to kill" provides a good starting point for a convincing etymology. The question could
be considered closed but for the existence of Old High German twalm ‘thick vapor, stupefaction’, that is, a
close synonym, almost a twin of Qualm. It so happens that in some German words tw- changed to qw-, as
in Quark < tw-, so that the question arises whether *kwalm is an old word or an alteration of *twalm.
Therefore, dictionaries of English and German, which refuse to make a choice, call qualm and Qualm
nouns of obscure origin.

This is a classical situation for using Occam’s razor. Twalm has a solid etymology. The difficult
approach suggests that we analyze both words (fwalm and qualm) together and emphasize uncertainty.
The simpler approach separates them. Dragging “kwalm into the history of twalm is a typical superfluous
move that has to be eliminated by Occam’s razor. There were two independent verbs: *dwellan
and*kwellan; two nouns corresponded to them: twalm and *kwalm. Their similarity may have resulted in
some confusion, but this circumstance need not concern the etymologist. To conclude, qualm/Qualm are
not words of obscure origin; each has a reliable etymology of its own. A similar case is the history of the
color name brown, with its spectrum of outwardly incompatible senses: ‘brown’, “shining’, and “violet'.

Does it follow that the simplest etymology is always the best? Certainly not. Occam’s razor, like

any other razor, is a sharp instrument, whose use requires experience and caution.

DSNA
Deryle Lonsdale
Brigham Young University

A survey of online Salish dictionaries

The Salish language family consists of about 23 indigenous languages found in the U.S. Pacific Northwest
and in British Columbia. The languages feature complex morphosyntax with relatively simple lexical
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roots undergoing extensive (mostly derivational) morphology (Czaykowska-Higgins & Kinkade 1997).
Salish languages are all severely endangered, though some are the target of robust revitalization efforts.
One active thread is the development of tools to assist in Salish language preservation, documentation,
and acquisition.

A few online dictionaries exist for Salish languages, exhibiting a wide range of content types and
presentation formats. This talk illustrates salient features of these dictionaries, relating them to research in
online dictionary typologies (de Schryver 2003; Kasar 2008). Also addressed are the challenges faced by
lexicographers compiling dictionaries for these languages due to their morphosyntactic complexity.

Then the discussion centers on a new online bilingual dictionary for Lushootseed, a Salish
language. In the final stages of development, it will be deployed on the Web in 2015. The content was
derived from legacy typesetting data for the printed version (Bates et al. 1994) and subsequently encoded
according to state-of-the-art best practices including the Text Encoding Initiative XML dictionary format
(TEI 2014). We document the tools and methods employed in this process as well as the difficulties
encountered.

The dictionary delivers content to users via browser-based support using the Google Web Toolkit
and attempts to strike a balance between traditional content and a more flexible delivery platform. We
describe the structure of each entry and how entries are accessed and displayed. Also addressed are
various issues of copyright, privacy, data integrity, web hosting, and considerations for future
development. Mention may also be made of possible strategies for distributing the browser source code to
any interested parties.

Bates, Dawn, Thom Hess, & Vi Hilbert. 1994. Lushootseed Dictionary. University of Washington Press.

Czaykowska-Higgins, Ewa & M. Dale Kinkade (eds.). 1997. Salish Languages and Linguistics: Theoretical and Descriptive Perspectives.
Berlin: Mouton de Gruyter.

de Schryver, Gilles-Maurice. 2003. Lexicographers’ dreams in the electronic dictionary age. International Journal of Lexicography 16(2),
143-199.

Kasar, Siindiiz Oztiirk. 2008. Pour une typologie moderne des dictionnaires. Synergies Turquie 1, 55-64.

TEI Consortium (eds.). 2014. "Dictionaries." Guidelines for Electronic Text Encoding and Interchange. (16 September 2014).
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SHEL
Maria José Lopez-Couso and Belén Méndez-Naya
University of Santiago de Compostela

On the haps and mishaps of happenstance expressions
as a source of epistemic adverbs in English

Over the last few years the notions of evidentiality and epistemicity and their expression in various
languages have attracted the attention of scholars working in different frameworks (cf. the 2009 special
issue of Functions of Language and Marin-Arrese et al. 2013 for a couple of examples). Our ongoing
research project is concerned with the origin, development, and current use of a group of evidential and
epistemic expressions in English, and thus far has dealt with a number of epistemic/evidential
parentheticals (e.g. it seems, looks like; Lopez-Couso & Méndez-Naya 2014a, b, c) and with the epistemic
adverb maybe (Lopez-Couso & Méndez-Naya 2014d). The present paper represents a further step in this
project by exploring the history of perhaps and related adverbs, which to our knowledge have not yet been
discussed in detail (but see Doherty 1987 and Pahta et al. 2011).
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In Present-day English, perhaps is one of the most salient epistemic adverbs expressing possibility,
together with maybe (Huddleston & Pullum et al. 2002: 176). According to the OED, perhaps originates in
the phrase per haps, a combination of the Latin or Anglo-Norman preposition per 'for, by' and the
Scandinavian noun hap 'occurrence, chance' (see OED s.v. perhaps, adv. and n.). Interestingly enough,
perhaps is not the only epistemic adverb which has its source in happenstance expressions of this kind. On
the contrary, the notion of 'occurrence, chance' seems to have been a very fruitful source of expressions
conveying the notion of possibility in the historical records. Examples include perhap(s), mayhap(pen),
uphap, perhappen, among others (cf. (1) and (2) below).

(1) Othir men write that on Johannes Patricius schul a mad this Cherch in tyme of Liberi the Pope;
Perhap [vr. Up hap] this Pope mored it, or arayed it, as he ded many othir. ((al464)
Capgr. Chron.(Cmb Gg.4.12) 85; MED s.v. per-hap (adv.))

(2) There is a thing, you know not on may hap. (1575 W. Stevenson Gammer Gurtons Nedle v. ii.

sig. Eiv; OED s.v. mayhap adv.)

In this paper we shed light on this particular source of epistemic adverbs in English, by (i)
providing the inventory and timeline of happenstance expressions which, over time, came to convey the
epistemic notion of possibility; (ii) exploring the similarities and differences between these forms at
various levels (e.g. structural, stylistic, and genre-based); and, finally, (iii) looking into the mechanisms
involved in their development (e.g. can they be regarded as instances of grammaticalization and/or
subjectification?).

Given that, with the exception of perhaps, these happenstance adverbs are low-frequency items,
our analysis is based primarily on the standard historical dictionaries (OED, MED) and their quotation
databases, complemented with data extracted from various historical corpora.

Doherty, Monika. 1987. Perhaps. Folia Linguistica 21(1), 45-66.
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Marianne Hundt (ed.), The syntax of Late Modern English, 291-308. Cambridge: Cambridge University Press.
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International Workshop Outside the clause: Form and function of extra-clausal constituents. Vienna, 4-5 July 2014.
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OED = Oxford English Dictionary Online. Oxford University Press. <http://www.oed.com>
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Paper presented at The Helsinki Corpus Festival, Helsinki, 28 September-2 October 2011.

65



SHEL
Javier Martin Arista and Ana Elvira Ojanguren Lopez
Universidad de La Rioja

Grammaticalization in progress and word-formation: Mismatches in the
derivation of Old English strong verbs

According to Hiltunen (1983) and Ogura (1995), among others, the pure Germanic prefixes i-, be-, ge-, for,
on and to have gone through a process of semantic bleaching and are largely interchangeable in Old
English. Brinton and Traugott (2005) remark that, due to the loss of semantic content of the pure prefixes,
they are gradually replaced by spatial prepositions and adverbs throughout a process of
grammaticalization that results in the expression of telicity by spatial preverbs. Against this background,
the aim of this paper is to answer the following question: what is the effect of this process of
grammaticalization on the formation of derivatives based on the strong verb? The relevance of the
question lies in the fact that, as Kastovsky (1992) and others claim, the strong verb is the starting point of
lexical derivation in Old English. Type (as opposed to token) analysis is carried out of the data provided
by the standard dictionaries of Old English (Bosworth and Toller 1973; Sweet 1976; Clark Hall 1996) as
presented by the lexical database of Old English Nerthus (www.nerthusproject.com). Given that the
formation of strong verbs is prefixal, as in swican > beswican ‘to deceive’, the scope of the paper is restricted
to prefixation. The inventory of preverbs is based on Kastovsky (1992) and Lass (1994). A total of 1,025
prefixed strong verbs and their nominal and adjectival derivatives are taken into account. In order to
identify mismatches form-function in lexical derivation, pairs of partial synonyms of nouns and adjectives
are analyzed, like omstyrednes / styrung ‘movement’ and fordreested / gedreested ‘contrite’. Such pairs
comprise morphogically related words that share a strong verb lexemic root. Two types of contrast arise:
between a simplex and a complex word, as is the case with (1), and between two complex words, as
happens in (2):

(1) blawung / ablawung ‘blowing’
clysung / beclysung ‘enclosure’
galend / ongalend ‘enchanter’

(2) cidung / ofercidung ‘chiding’
dreodung / ymbdreodung ‘deliberation’
fylgend / afterfylgend ‘follower’

The contrast between preverbs can be identified in the initial position of the word, as in (1) and (2), or in
the intermediate one, as in (3), but always reflects the alternation in the bases of derivation, as in unwascen
/ unaweescen ‘unwashed’ (wascan / dwascan ‘to wash’):

(3) undgunnen / unbegunnen ‘without a beginning’
unawriten / ungewriten ‘unwritten’
undstyred / unonstyred ‘unmoved’

Examples (1), (2) and (3) represent mismatches in lexical derivation. The conclusions go along two lines. In
the first place, the interchangeability of the prefixes causes form-function mismatches in lexical derivation.
Secondly, the typology of mismatches includes convergent derivation, which holds when a semantic
category has exponents in two derivational paths of a lexical paradigm and redundant derivation, which
takes place when there are two exponents of the same semantic category in a given derivational path.
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SHEL
Ana Elina Martinez-Insua and Javier Perez-Guerra
University of Vigo

Thematic options in diachrony: on text types, targets and clause design
in Early Modern English medical texts

The analysis of medical writing along the history of English may help us understand the development of
the language of science and its contribution to the process of construing and communicating knowledge.
Framed within a larger project on the variation and textual characterisation of English in its recent history,
the present study aims to analyse instances of medical writing from a Systemic-Functional perspective
(Berry 1995, 2013; Fries 1995; Ghadessy 1995; Halliday & Matthiessen 2004, 2014, among others). The
theoretical assumption that the context of culture defines the potential of language as a system, at the
same time that “plays a significant role in determining the actual choices” (Halliday 2009: 55) made by
speakers, underlies the analysis.

The data come from the electronic corpus of Early Modern English Medical Texts (over two
million words of medical writing from 1500 to 1700;see Taavitsainen & Pahta 2011), and CorpusTool
(O’'Donnell 2013) is used for the annotation of the texts and subsequent quantitative analysis of the
annotated corpus.Approaching texts written from ca.1550 to ca.1700, and addressed to three different
types of target audience (i.e. learned, unlearned and intermediate), the study focuses on thematic options
and thematic choices made by the writers, as well as on the relation between such choices and the target
audiences of the texts at issue.In this attempt to detect possible relations between text-type, target
audience and Theme, different notions of Theme are considered, namely, Theme as the first group or
phase with some function in the experiential structure of the clause (Halliday & Matthiessen 2014), and
Theme as everything up to, and including, the Subject (Banks 2008; Berry 1995, 2013, among others).

As expected, the findings point towards differences in how texts addressed to learned and
unlearned audiences represent the world and organise the messages. Despite unmarked Themes being
predominant in the texts analysed, when paying attention to the distribution and features of marked
Themes, significant differences are attested among texts addressed to different target audiences.
Expectedly enough, interpersonal components tend to be absent from Adjunct and Complement Themes,
given the descriptive, explanatory and didactic nature of the texts under analysis, which are not dialogic
in any case. The few interpersonal elements attested appear in texts addressed to learned and
intermediate audiences, in keeping with the increase of involved-production devices (mostly
interpersonal adverbials) in (formal) early and late Modern English scientific texts (Biber 1988, Gonzalez-
Alvarez & Pérez-Guerra 1998). Quite on the contrary, a high frequency of textual elements is attested in
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multiple marked Themes, especially in texts addressed to unlearned audiences, where their linking and
explanatory nature may help writers to transmit messages as clearly as possible.

The consideration of two notions of Theme enriches this analysis of early modern medical texts, and helps
in the attempt to detect connections between (i) text-type, (ii) Theme, its typology and its experiential
content, and (iii) thematic distribution and progression (Ghadessi 1995).
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SHEL
Javier Perez-Guerra and Ana Elina Martinez-Insua
Univeristy of Vigo

“We object-verb investigate in this paper”:
on OV in the recent history of English

Whereas verb-object (VO) is the unmarked design of the predicate in Modern and Present-Day English
clauses, in older stages of the development of the language surface object-verb (OV) was the preferred
option at least in certain syntactic contexts. The literature provides different explanations for the
development OV>VO in the history of English. Some of them are couched in the generative tradition and
tackle internal mechanisms of the language — for example, Wurff's (1997) distinction between object
overt/covert movement, Trips’ (2002) account in terms of competition between two different co-occurring
VO/OV grammars, Biberauer and Roberts’ (2005) EPP-based explanation, McFadden’s (2005) and Fischer
and Wurff’s (2006) explanation on the basis of Case marking, and Pintuz’s (2005) changes affecting the
Head Parameter. Other studies focus on the structural contextual variables which ease and lead the drift —
Ingham (2002) or Koopman (2005), among others.

The frequency of OV predicates is significant in Old and Middle English, and Moerenhout and
Wourff (2005: 83) provide empirical evidence that OV patterns are attested until 1550 “but then appear to
dwindle away” and, more importantly, that their patterning is highly systematic in the sixteenth century.

68



This paper deals with OV in Modern (and Present-Day) English and, from a corpus-based
perspective, explores the variables that account for such a marked pattern in the recent history of English.
The data are retrived from two electronic parsed corpora, the Penn-Helsinki Parsed Corpus of Early
Modern English (1500-1710, 1,737,853 words) and the Penn Parsed Corpus of Modern British English
(1700-1914; 948,895 words). The syntactic tagset used by the compilers include the tag NP-OB*, which
identifies the objects and thus allows for the automatic retrieval of both the OV and the VO examples. In
an attempt to check whether the OV patterns are also systematic or not in the later periods, the data will
be thoroughly revised and analysed by paying attention to variables such as processing optimality (a la
Hawkins 1994, 2004), information structure (principles of the sort ‘given before new’ and ‘end focus’) and

structural symmetry in correlative constructions.

Biberauer, Theresa and Ian Roberts. 2005. Changing EPP parameters in the history of English: accounting for variation and change.
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English Language and Linguistics 9/1: 83-114.
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DSNA
Peter E. Meltzer

In Defense of the Hard Word

[Note: In 2010, I wrote the second edition of The Thinkers Thesaurus— Sophisticated Synonyms for Hard Words
published by Norton. They requested that I write a third edition, and that is coming out in December.
Orin Hargraves has written a lovely Foreword to the third edition and Erin McKean has praised the book
as well. My proposed abstract is derived lengthy essay from that book called “In Defense of the Hard
Word.”]

These days, in matters of vocabulary, to use a word that is not understood by the lowest common
denominator of society is almost to be seen as politically incorrect or offensive. We are so bombarded by
the mantra of “write clearly and simply” that to use any words that are not readily known by all is to be
labeled elitist or pretentious or bombastic. Well-known commentators such as the recently deceased
James Kilpatrick has been waging a one-way war against William F. Buckley —or more precisely his
vocabulary —for years.

The dumbing down of our collective vocabularies did not come about just by circumstance. In the
age of emails and text messaging and Twitter, letter writing is becoming a lost art. We are also constantly
exhorted to avoid using hard words by those who would teach us how to write. Studies cited in Harpers
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Index for show that the average number of words in the written vocabulary of 6 to 14-year-old American
children has gone from 25,000 in 1945 to 10,000 in 2000.
One of the primary problems with those who tell us to write clearly and simply is that it requires us to
draw an arbitrary line as to what words are or are not appropriate. But who sets the standard? The answer
of course is that, since no two people have the same lexicon, no one person can set the proverbial
“reasonable person” standard. Nevertheless, the bias against hard words is fairly well entrenched. Many
people, even those with very broad vocabularies—have a knee-jerk bias against words which are
unfamiliar to them, since those words fall on the wrong side of their own “reasonable person” standard.
As William Buckley stated: “We tend to believe that a word is unfamiliar because it is unfamiliar to us.”
The purpose of my abstract is to defend the hard word through the PowerPoint presentation of
numerous examples of words which are neither obsolete nor archaic but yet which are not known to most
people, even those as erudite as the typical DSNA member. These words would be shown in actual
usage--taken from current books, magazines and newspapers-- as opposed to examples invented by me.
The concept is that even though there are thousands of words in the English language which are
unfamiliar to most of us and yet which are the perfect words for the occasion, as well as often being an
economical means of expression because the typical “hard word” is often a more concise way of
expressing a particular thought or idea.
I believe that DSNA members would find my presentation to be entertaining and informative. It will
encourage even such an august group to not be afraid of using the appropriate hard word in the
appropriate circumstance.

SHEL
Rafal Molencki
University of Silesia

On the rise of the ordinal number first in Medieval English

In most Indo-European languages the first two numerals display suppletion in their cardinal and ordinal
forms, e.g. Latin unus/primus — duo/secundus, Old Church Slavonic edinv/provyi — dvvalvetoryi. Like other
early Germanic languages, Old English had a number of variants for both ‘first’ (e.g. forma, fyrmest, arest)
and ‘second’ (oper, afterra), none of which was morphologically related to the cardinal numbers an and
twegen/twa respectively (cf. Campbell 1959: §692, Mitchell 1985:8§222, OED s.v. first and second).

According to the Dictionary of Old English, the rare word first, etymologically speaking the
superlative formation on the stem ‘fore-’, had only 9 adjectival and 11 adverbial occurrences vs. hundreds
of uses of the other synonymous words in the whole Old English corpus. Most of the OE occurrences of
fyrst are attested in the late Old English period, especially in the Manuscript E of the Anglo-Saxon Chronicle
(The Peterborough Chronicle). Although the word appears to have a regular native form, we believe that the
sudden increase of its use in early Middle English was owing to the heavy influence of Old Norse, which
had an identical word: the adjective fyrstr and the adverb fyrst (Gordon 1957). The Scandinavian factor in
the quick spread of the ordinal number first in Middle English is not taken account of in any of the major
English historical dictionaries (OED, DOE, MED).

In the course of Middle English firmest and er(e)st fell out of use. The demise of the latter is
parallel to the replacement of the adverb-preposition-conjunction ere with before (cf. Molencki 2007). By
1400 first had become the standard ordinal number corresponding to the cardinal one. Interestingly, more
or less at the same time the Romance loanword second replaced the numeral oper when it meant ‘second of
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more than two’ (cf. AND s.v. secound; Mustanoja 1960: 306). In the paper we will trace the rise and spread
of the ordinal number first in both lexicographical and corpus databases.

AND = Anglo-Norman dictionary. 2005. 2nd edn. S. Gregory, W. Rothwell & D. Trotter (eds.). London: Maney Publishing for the
Modern Humanities Research Association, available online at http://www.anglo-norman.net/

Campbell, A. 1959. Old English grammar. Oxford: Clarendon.

DOE-= Dictionary of Old English — http://www.doe.utoronto.ca

MED= Kurath, H. & S. M. Kuhn (eds.). 1956-2002. Middle English dictionary. Ann Arbor: University of Michigan Press, available online
at http://ets.umdl.umich.edu/m/mec

OED-= Oxford English Dictionary Online — http://www.oed.com
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Molencki, R. On the rise of the temporal preposition/conjunction before. 2007. In Marcin Krygier & Liliana Sikorska (eds.), To Make his
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DSNA
Traci Nagle
Indiana University, Bloomington

The Case of the Missing Attributions:
Tracking the Source of OED’s Sources on South Asia

Among the inventory of English words etymologically traced to South Asia, the pattern of overlapping
information, particularly in quotational evidence, between the early fascicles of the New English Dictionary
(commonly referred to as the first edition of the Oxford English Dictionary, or OED1 [Murray et al. 1884—
1928]) and Henry Yule’s Anglo-Indian dictionary, Hobson-Jobson (Yule and Burnell 1886) suggests that
OED1’s editors were drawing a significant proportion of information directly from a set of Hobson-Jobson
page proofs (Nagle 2014). Although the importance of these page proofs was acknowledged in the preface
of OED1’s second fascicle, OED1 included information from Hobson-Jobson even in its first fascicle (A-ANT),
without attribution and prior to any acknowledgment of a reliance on Hobson-Jobson (see Table 1). This
failure to acknowledge the source of so much information is surprising in light of the overt attribution,
from the very start of the first OED1 fascicle, of quotational evidence drawn from seven other dictionaries,
and given OED1 editor James Murray’s very clear sentiments about lexicographers’ use of others” work
without acknowledgment (e.g., Gilliver 2010; Ogilvie 2010; see also Murray 1977, 48-49). Research in the
archives of Oxford University Press indicates, however, that the initial lack of acknowledgment of Hobson-
Jobson may have been inadvertent: Murray and his staff appear to have been using information from
Hobson-Jobson submitted by Edward Brandreth, a barrister and former member of the Indian civil service,
who eventually would work as a volunteer subeditor for OED1 (Gilliver 2000). Brandreth’s quotation slips
include no indication of their proximate source. This paper sheds light on the relationships between
OED]1, Brandreth, and Yule, and shows evidence supporting the conclusion that Brandreth’s omission of
complete source information on his slips is largely responsible for the delay in fully acknowledging Yule’s
contributions to OED1.
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TABLE 1. RATES OF ATTRIBUTION OF MATCHING QUOTATIONS BY OED 1 PART (FROM NAGLE 2014)

Ratio of % of

# of # of matching # of matching

shared matching guotes to attributed quotes
Part words guotations  shared wds guotations attributed
|. A—ANT 28 33 1.18 0 0%
[l. ANTA—BATTEN 46 49 1.06 4 8%
[1l. BATTER—BOZ 31 23 0.74 15 65%
IV. BRA—CASS 74 87 1.18 70 80%
V. CAST—CLIVY 66 98 1.48 80 82%
VI. CLO—CONSIGNER 22 31 1.41 22 71%
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Kristan Newell
University of British Columbia

English Loans in Acadian French Lexicography:
The case of the Dictionnaire du frangais acadien

Le dictionnaire du frangais acadien [The Dictionary of Acadian French, DFA], compiled by Yves Cormier in
1999, is the first dictionary on Acadian French (AF) that provides etymological, geographical, and
frequency information, in addition to illustrative quotations, for Acadianisms in a single text. Acadianims
are defined here as words, expressions, or even meanings that are, or have been, in usage in Acadian
regions and that are not part of the Standard French French (SFF) lexicon (Cormier 1999, 24). The DFA
draws upon Poirier’s Glossaire acadien [Acadian Glossary] (1928, republished in 1993) and Boudreau’s
Glossaire du vieux parler acadien [Glossary of Old Acadian Speech] (1988), and novel corpus work on AF.
The target language is in a normative French, and the source language and the illustrative quotations are,
of course, in the Acadian French (AF) dialect. But, occasionally, knowledge of English is presupposed, and
to make full use of the DFA and its features its readers must be bilingual. The English names for flora or
fauna are sometimes given in the definitions to complement their SFF equivalents, and English loans
appear frequently in the illustrative quotations along with sporadic, untranslated English dialogue.

Although preponderant in the illustrative quotations and occasionally found in the metatext,
namely in the extraneous glossing of fauna and flora in English, the presence of the English language in
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the DFA lies in tension with the dictionary’s treatment of English loanwords and attitude toward the
influence of English on AF. With the exception of a rare few, most of the English loans that appear in the
illustrative quotations are not recognized as potential Acadianisms and lack their own entries. They are
simply accompanied by brief glosses in parentheses in the quotations themselves and no more is said
about them. An overly restrictive inclusion policy of English loanwords includes only those with
attestations from the nineteenth century or before, with only a couple exceptions (Cormier 1999, 25). This
policy assures that their treatment is beyond the predetermined scope of acceptable AF and implies that
that more recent English loans are merely anomalies or nonce loans, the result of code-switching that
should be discouraged. Especially in comparison with the clear favouring of Acadianisms of French
origins, the distaste for English loans, understood as signs of Acadian assimilation, is evident.

I argue that the DFA’s treatment of English loans ignores the widespread use of more recent
English loans in contemporary AF and may have, if not checked, a negative influence on a budding AF
lexicography and perceptions of AF more broadly. Drawing on the work of King (2000), Poplack and Dion
(2012), and the DFA’s own English loans in its illustrative quotations this tension with English will be
made apparent.
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The Partitive Genitive with fela and feawe in Medieval English

This paper investigates the partitive genitive with fels ‘many” and feawe ‘few’ in Old and Middle English.
Although the history of the English genitive has been treated in varying ways by Thomas (1931), Yngve
(1975), Nunnally (1992), Seppénen (1997), Koike (2006), Rosenbach (2002), and Allen (2008), and the
phenomenon of the medieval English partitive genitive itself has been sketched by Mustanoja (1960) and
touched on by Marckwardt (1970) as well as outlined by Mitchell (1985), who references a few early, brief
accounts such as that by Schrader (1887), many details of the use and eventual loss of the partitive
genitive in medieval English times remain to be established. Newman (2012), a recent empirical study of
the Old and Middle English partitive genitive with higher numerals, addresses this need in part. The
present investigation builds on that work and attempts to detail and explain still further the demise of the
English morphological partitive genitive (its plural regularly marked by -a in Old English and -e in Middle
English).

In order to do so, the paper analyzes, across Old and Middle English dialects, instances of
partitive genitive plural constructions containing fela and feawe, two words known to have governed this
genitive when they functioned as nouns, and it attempts to corroborate relevant conclusions in Newman
(2012) by determining whether analogical modeling based on relative token frequency may have helped
foster the disappearance of the morphological partitive genitive. That is, whether higher token frequency
nouns occurring with fela and feawe were targeted by lower token frequency nouns occurring with the two
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lexemes, and whether the resultant modeling was on nouns not marked for partitive genitive plural by
nouns marked for partitive genitive plural, furthering the loss of that genitive (cf. Bybee 2007 on such
frequency effects).

As a natural corollary, the study also considers the medieval history of maniz ‘many’ to examine
two related proposals by Marckwardt (1970): one, that fela became obsolete because the partitive genitive
it governed became so; and two, that the frequency of mani3 increased in Middle English- that is, relative
to the frequency of fela- and that this event was also causal to the progressive obsolescence of fela.

Taken together, the studies mentioned here indicate that the slow loss of the English partitive
genitive occurred roughly from 900 to 1200. Accordingly, the text materials examined date from that Late
Old English-Early Middle English period, and they represent all of the major dialects of the period.
Among them are the Northumbrian Lindisfarne Gospels, dated to c. 950 (MS Cotton Nero D. iv), the West
Saxon Anglo-Saxon Chronicle, dated to c. 1050 (MS Cotton Tiberius B. iv), the East Midland Peterborough
Chronicle, dated to c. 1150 (MS Bodley Laud Misc. 636), the West Midland Lambeth Homilies, dated to c.
1200 (MS Lambeth 487), and the Bodley Homilies, dated to c. 1175 (MS Bodley 343). The dates and dialects
of the manuscripts are confirmed in Laing (1993).
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Articulatory Conditionings on Middle English /h/-dropping

According to Schliiter (2003, 2009), the phonological process on ME /h/-dropping is attributed to vocalic
onset, indicating no friction on the glottis (cf. Lass & Laing 2010 on the related idea). It might be true in
connection with recognizing the feature on the elision and with filling the empty onset with the
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resyllabification, but, foremost, this phenomenon itself blends the weak forms of the Germanic roots his,
her, habbe with the /h/-less loan words such as honest(e), houre. Note that the difference of the origins is
more explicitly reflected in a variety of subdifferences: the basic words vs. the loan words, the weak
syllables vs. the stressed syllables, prosodic weakening vs. lack of the original form, the underlying /h/ vs.
the underlying vowel-initial, etc. The present paper seeks to claim that this variant is regarded as
intrinsically distructured and sporadically gradient and that the production made at laryngeal and air
flow account for the native and loan lexemes, respectively.

When making the /h/ sound, air flow passes throughout the glottis. This implies that the point of

the articulation is not so clear as the one on other fricatives and that it may not become the state of the
vibration. For /h/, the friction fails to occur in particular when weakly articulated. It occurs in the syllable-
initial or, otherwise, foot-initial positions. The lenition as the consonant loss, thus, takes the counteractive
process against the fortified sound. The ME weak forms his, her, and habbe turn out to entail the phonetic
feature at the glottal fricatives.
The other case stems from sequential effects on /h/ + a vocoid. The occurrence of the friction is caused by
the relative energy of the vocoid. The narrow posture leads to the loss of the friction, instead of conveying
it. The sequence high front vocoid + palatalized rhotic in (h)irchoun ‘hedgehog’ (commonly /h/ deleted)
gives rise to, if any, the weak friction. In contrast, the friction in hautein ‘high class’ (commonly /h/
pronounced) is clear. It should be paid attention to that the /h/-dropping in the stressed syllable other than
the /hw/ cluster makes the rare distribution within the same shifts and has the more marked status than
the counterpart in the weak forms.

The vocalic onset as claimed in Schliiter fails to capture gradual processes on two language-
internal issues; (a) the /h/-dropping on the weak forms was already progressive in OE; (b) the
reoccurrence on the content words was much earlier than that on the function words. In the case of the
weak forms, the deletion of the /h/ came earlier, as in (a) and continuously occurred, as in (b). The
biphonetic conditionings I posit make the better coverage than the previous single account in the sense of
accounting for those gradient aspects. The weak turbulence features the common occurrence of the glottal
fricative both in and ouside the English language. It is explicitly demonstrated in the functional weak

forms.
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The emergence of the indefinite article: grammar change in English

An indefinite article a appeared later than the definite article the in English. The same thing happened in
other languages (Abraham 1997, Lyons 1999). There is a marked asymmetry between definite and
indefinite articles in their distribution among the world languages. The number of languages which have
a definite article is 216, while the number of languages with an indefinite article is 102 (The WALS Online
2013).
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The aim of this paper is to answer these questions: the reason of the later emergence of indefinite
articles and the reason of their quantitative inferiority.

I claim that the later emergence is due to the fact that the ancestor of the indefinite article a/an, a
numeral an ‘one’ in Old English (OE) did not contribute to grammaticalization, i.e., the emergence of an
obligatory determiner system including articles. Generally, this grammaticalization is described as the
process where OE demonstratives se/seo developed into the definite article the (Sommerer 2011). Like this,
grammaticalization is usually assumed to be a process by which lexical words change into function words
(Hopper and Traugott 2003).

However the source of the present-day central determiners (Quirk et al. 1985: 253), which occur in
the same place as the or g, is not limited to OE demonstratives. The clitic s in John’s book is also the
determiner and the ancestor of this —’s is the genitive case ending —es in OE. The, a and —’s constitute the
central determiner in Present-day English. They are a head determiner D, as described by the DP analysis
(Abney 1987).

How did the OE ancestors of these three determiners contribute to the emergence of the
determiner system? Did they contribute to the change equally? To examine their degree of contribution, I
have split up the 65% texts of the YCOE into 5 different periods, and examined their frequencies.
Interestingly, throughout the 5 periods, the ratio of the frequencies of se/seo, -es, and an is the same.
Moreover, the —es construction, which comprises ‘Noun-es + Noun’ sequence like Godes word ‘God’s word’
(cobede.02), outnumbers the se construction. The former is as twice as the latter. The an construction is
always around 3%.

Se and —es contributed to the grammaticalization and triggered the creation of a new space in the
nominal phrase, while an was later grammaticalized in that space. This new space has become a head
position, i.e. a determiner head D. Once a space is created in the nominal phrase, other elements can
occupy the space, and they undergo grammaticalization there. While se and —es are driving forces of
grammaticalization, an is parasitic on se and —es.

Based on this quantitative analysis, which is reinforced by the semantic analysis of ‘indefiniteness’
(Christophersen1939, Lyons 1999), I also propose testable criteria for deciding what element could be a
driving force of grammaticalization, and criteria for the best. The proposed criteria also can account for
the reason of the quantitative inferiority of the indefinite article. By showing that the indefinite article
does not mark ‘indefiniteness’, we can clarify the true nature of the indefinite article, which has become an
article without its own efforts.
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Dialect and Language Contact in Coventry, 1400-1600

By the late Middle Ages, Coventry had become the most important centre of trade in the West Midlands
and is nowadays considered to have been the fourth largest city in England after London, York and Bristol
(Lancaster 1975: 1). Due to both its size and its prominent role during events such as the Wars of the Roses,
the city attracted many different people from all over England, notably also from different social
standings, including members of the royal family, merchants, soldiers, farmers and various religious
orders. It can consequently be stated that the city was a melting pot of different people from all over
England. This means that dialect, and possibly also language contact, between these various people must
have happened on an almost daily basis, which would have had an influence on the urban vernacular and
its development.

While historical linguists often use dialect and/or language contact as explanations for linguistic
change and only then try to make certain historical contact scenarios fit the linguistic data, the reverse
approach is rarely taken, that is to scrutinize historical data, in particular socio-political and socio-
economic data (prior to analysing linguistic data), in order to shed light on what kinds of contacts could
have possibly occurred. In this paper, I will take the latter approach and will be concerned with
determining migration patterns and possible (dialect/language) contact scenarios in Coventry during the
period 1400-1600. The sources used for this study are both manuscript documents and, from 1476
onwards, printed documents from Coventry such as charters, wills, letters and mayoral registers. I will
also briefly discuss the role of the West Midland dialect in existing standardization histories (from a
linguistic point of view), as well as consider Coventry’s place in these studies.

Ultimately, the findings of this study will allow me to determine exactly which people came into
contact with the locals in Coventry as well as define the intensity of that contact. As pointed out by
Thomason (2001: 70-1), the latter, ranging from casual to intense contact, has a prominent effect on which
linguistic changes were possible and which were not. This approach will (a) help me explain the
development of the urban vernacular within the socio-historical context, and (b) allow me to provide a
more careful analysis of the linguistic data at a later stage of this particular project.
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Whose English is it Anyway?
Lexicographic Authority in Contemporary Sri Lanka

Long shunned as the language of the subaltern elite, English has recently resurfaced as an important
language for official and commercial purposes in Sri Lanka. This has led to a growing interest in the way
English is spoken on the island. In 2007, Michael Meyler, a British national who first came to Sri Lanka as
an English language teacher, published the first dictionary of Sri Lankan English focusing on vocabulary
that differs in some way from current “standard” British English. While some welcomed it as a first step
into the documentation and standardization of an under-researched variety (Bailey 2010), others have
highly criticized Meyler, a “community outsider,” for promoting deviations from the international
“standard,” arguing that it will lead to language decay and bar speakers of Sri Lankan English from
socioeconomic advancement (Perera 2008).

Adopting Cameron’s (2012) concept of “verbal hygiene,” this paper will argue that the popular
discourse surrounding the status of Sri Lankan English and Michael Meyler’s role in the debate reflects
both camps’ desire to impose social order on the world. While the more conservative forces try to
maintain the status quo, where the “best” form of English is spoken by members of the upper class who
tend to be educated abroad, those who want Sri Lankan English to be recognized as a 